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. Compositionality
and constituency

....................................................................................................................................................................

Throughout its history the principle of compositionality, a widely acknowledged cor-
nerstone for any theory of meaning, has been closely associated with what one might
call the principle of semantic constituency. The latter characterizes the subclass of the
symbolic theories of meaning. In this chapter a neurobiologically motivated theory of
meaning as internal representation will be developed that holds on to the principle of
compositionality, but negates the principle of semantic constituency. It is in this sense
non-symbolic. The approach builds on neurobiological findings regarding topologi-
cally structured cortical feature maps and the mechanism of object-related binding by
neuronal synchronization. It incorporates the Gestalt principles of psychology and is
implemented by recurrent neural networks. The semantics to be developed is struc-
tural analogous—yes, in fact isomorphic—to some variant of model-theoretical seman-
tics, which likewise is compositional and non-symbolic. However, unlike standard
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model-theoretical semantics, it regards meanings as set-theoretical constructions not
of denotations, but of their neural counterparts or, as we will say, their emulations. The
semantics to be developed is a neuro-emulative model-theoretical semantics of a first-
order language.

The association between the two principles can already be found in what is often
regarded as Frege’s classical formulation of compositionality:

With a few syllables [language] can express an incalculable number of
thoughts . . . .This would be impossible, were we not able to distinguish parts
in the thoughts corresponding to the parts of a sentence, so that the structure of the
sentence serves as the image of the structure of the thought. (Frege, /: )

The compositionality of meaning today is typically captured by the following principle
(Hodges, ; Werning, ):

Principle  (Compositionality of meaning). Themeaning of a complex term is a syntax-
dependent function of the meanings of its syntactic parts.

If one identifies Fregean thoughts with the meanings of sentences, regards sentences as
instances or evaluations of complex terms and specifies the parts of sentences as syntac-
tic parts and their structure as a syntactic structure, the last subclause of the quotation
can indeed be regarded as echoing the modern principle of compositionality. One only
has to presume that Frege, when he spoke of an image, had in mind a homomorphism
between two algebraic structures: the syntactic structure of terms and the semantic
structure of meanings.

However, the preceding subclause expresses an idea that is in fact distinct therefrom.
It postulates a correspondence relation between the part–whole relation in the linguistic
domain and some part–whole relation on the level of meanings. Onemight capture this
idea as the principle of semantic constituency:

Principle  (Semantic constituency). There is a semantic part–whole relation on the set
of meanings such that for every two terms, if the one is a syntactic part of the other, then
the meaning of the former is a semantic part of the meaning of the latter.

In accordance with a widely used terminology, for a language the syntactic structure
of terms—sometimes also called term algebra or simply syntax—is regarded as a pair
〈T,�T〉. HereT is the set of terms of the language and�T is a finite set of syntactic oper-
ations that reflect syntactic rules of the language. Each syntactic operation Û ∈ �T is a
partial function from someCartesian productTn of the set of terms into the set of terms.

A term s is called an immediate syntactic part of a term t just in case there is a syntactic
operation Û that may render t as value when s is one of its arguments, in other words:
t = Û(. . . , s, . . .). Any term s is recursively defined to be a syntactic part of a term t—in
symbols s �T t—just in case s is either identical to t, an immediate syntactic part of t
or an immediate syntactic part of some syntactic part of t. A term is called atomic if
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it does not have any syntactic parts but itself. It is assumed that there are only finitely
many atomic terms.

For the language, the set of meanings M is the range of some meaning function Ï

defined on T (or a subset thereof). The compositionality condition now comes down
to the claim thatM can be supplemented by a set of semantic operations �M such that
Ï is a homomorphism from the syntax 〈T,�T〉 into the structure 〈M,�M〉, called the
semantics or semantic structure of the language. In other words:

Definition  (Formal Compositionality). Given a language with the syntax 〈T,�T〉, a
meaning function Ï : T → M is called compositional just in case, for every n-ary syntactic
operation Û ∈ �T and any sequence of terms t, .., tn in the domain of Û, there is a partial
function mÛ defined on Mn such that

Ï(Û(t, .., tn)) = mÛ(Ï(t), . . . , Ï(tn)).

A semantics induced by a compositional meaning function will be called a composi-
tional semantics of the language.

The principle of semantic constituency makes a statement about the correspondence
of two part–whole relations. The weakest conditions one may set upon a part–whole
relation � is that it be reflexive, transitive, and anti-symmetric:

Definition  (Part–whole Relation). A relation � defined on a set X is called a part–
whole relation on X just in case, for all x, y, z ∈ X the following holds:

(i) x � x (reflexivity).
(ii) x � y ∧ y � x → x = y (anti-symmetry).
(iii) x � y ∧ y � z → x � z (transitivity).

The notion of a part–whole relation can be strengthened in various ways. One may, for
example, assume that parts are always co-tokened with their wholes (McLaughlin, )
or that parts are spatially contained in the respective wholes. However, our definition is
unanimously accepted as a minimal condition on parts and moreover consistent with
the definition of a syntactic part.

. Symbolic and non-symbolic
theories of meaning

....................................................................................................................................................................

As we will illustrate by two examples below, the principle of semantic constituency
is the hallmark of all symbolic theories of meaning. These theories regard meanings
themselves as symbols. They can be characterized as follows:

 The definition of a proper part negates the reflexivity condition.
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Definition  (Symbolic Semantics). Given a language with the syntax 〈T,�T〉, a
thereon defined syntactic part–whole relation �T and a meaning function Ï : T → M,
then its semantics 〈M,�M〉 is symbolic if and only if there is a part–whole relation �M
defined on M such that for all terms s, t ∈ T the following holds:

s �T t → Ï(s) �M Ï(t).

In other words, what’s common to all symbolic theories of meaning is that the part–
whole structure on the syntactic level is mirrored on the semantic level. The best
known example for a symbolic theory of meaning is Fodor’s (, ) Language of
Thought. Here meanings are identified with mental concepts and modelled as entries
on the tape of a Turing computer. From a finite alphabet of primitive concepts, say
{DOG, CAT, BARKS, MEOWS, FIDO, TOM, NOT, . . .}, complex concepts are built as
sequences or strings. The semantic part–whole relation is identified with the relation
of being a substring. Since LOT is a symbolic theory of meaning, it is guaranteed that
whenever a syntactically complex expression contains a less complex one as a syntactic
part, as happens to be the case with the sentences Fido is not a dog and Fido is a dog, the
meaning of the syntactic part, that is DOG FIDO is a substring of the meaning of the
whole, NOT DOG FIDO.

However, a computational or serial format is not required for a theory of meaning
to be symbolic. Motivated by the many shortcomings the LOT approach was accused
of when the aim is to provide a psychologically and neurobiologically realistic theory
of representation (see Horgan and Tienson, ; Horgan, this volume), connectionists
have proposed so-called Vector Symbolic Architectures (VSAs) (see Smolensky, b;
Plate, ; Stewart and Eliasmith, this volume): meanings or representations are con-
ceived of as vectors rendering a certain pattern of activity in a connectionist network. In
contrast to conventional parallel distributed processing architectures, representations in
VSA networks can realize part–whole relations and thus do provide a symbolic account
of meaning.

VSAs employ operations of binding ⊗ and merging ⊕ and so allow meanings of
complex terms to be generated from the meanings of their syntactic parts, viz. by the
combination of role and filler vectors. Given the sentenceMary loves Johnwith a certain
underlying syntactic structure, its meaning would, for example, be identified with a
vector p generated in the following way:

Ï(Mary loves John) = p (.)

= event⊗ loves ⊕ agent⊗mary ⊕ patient⊗ john. (.)

The role vectors event, agent, and patient stand for certain semantic roles. These are
bound to the filler vectors mary, loves, and john, which are identified with the mean-
ings of the words Mary, loves, and John. The operations of binding and merging are
recursively applicable. VSAs can be made compositional by choosing role and filler

 We assume that the language of thought is structurally analogous to a first-order language or some
extension thereof, so that the two thoughts have the logical form Fa and, respectively, ¬Fa.
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vectors such that the semantic structure is a homomorphic image of the syntactic struc-
ture of the language. In early examples ofVSAs (Smolensky, b) tensormultiplication
was used for binding and vector addition for merging. This led to a dimensional explo-
sion of the network and had a number of technical disadvantages. In the more recent
holographic approach of Plate and Stewart and Eliasmith, circular convolution is used
for binding. Here theN components of a vector u resulting from a circular convolution
of a vector vwith a vectorw are given as: ui = ∑N

j= viw(i−j)modN .This keeps dimensions
low and more importantly allows an inverse z = inv(u) with zi = u(N−i)modN to be
defined.This gives us an operation of unbinding. Any filler vector is now approximately
recoverable. For the above example one would get:

p⊗ inv(agent) ≈ mary. (.)

In this approach the semantic part-whole relation is identified with the relation of
being recoverable by an algorithm of unbinding. VSA semantics with an operation of
unbinding is not only compositional, but also symbolic.

To see that a compositional semantics need not be symbolic, let us turn to standard
model-theoretical semantics, which is a paradigmatic example for a compositional
semantics. The details of such a semantics are given elsewhere (see Partee, ter Meulen,
and Wall, ; Kracht, this volume). For our purposes it suffices to mention that in
standard model-theoretical semantics the meaning of a sentence ˆ is the set of its
models. Now, the sentence ˆ is a syntactic part of¬ˆ, which in turn is a syntactic part of
¬¬ˆ. If standardmodel theoretical semanticswere symbolic, these part–whole relations
should be reflected on the semantic level in the following way:

Ï(ˆ) �M Ï(¬ˆ) �M Ï(¬¬ˆ). (.)

However, the double negation ¬¬ˆ has exactly the same models as ˆ and consequently
exactly the same meaning. Therefore:

Ï(ˆ) �M Ï(¬ˆ) �M Ï(ˆ). (.)

Using the anti-symmetry of the part–whole relation we derive the contradiction:

Ï(ˆ) = Ï(¬ˆ). (.)

For model-theoretical semantics there is no semantic part–whole relation that ful-
fils the principle of semantic constituency. We have thus shown that the principle of
compositionality and the principle of semantic constituency logically fall apart. This
is so even though many compositional theories of meaning are in fact symbolic. The
model-theoretic counterexample should be remembered when we develop our neuro-
emulative semantics, since both are structurally analogous to each other.

Unlike the language of thought or vector symbolic architectures, model-theoretical
semantics is merely denotational. It does not imply anything about the structures of the
mind or the underlying neural mechanisms that enable us to produce and comprehend
meaningful expressions. For many explanatory purposes—the learning, production,
or comprehension of language, the underlying biological resources, their evolution
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and development and eventual disorders—a purely denotational account of meaning
remains vacuous. In this chapter I will therefore appeal to amentally or neurally realistic
view of meaning. It characterizes the triangle between language, mind, and world as
follows: linguistic expressions are expressions of meaning. Those meanings are to be
identified withmental or otherwise internal representations. An internal representation
qua being a representation essentially has an external content. This external content in
turn is responsible for the fact that the expression in question has the denotation it has.
The relation between a mental representation and its content is some form of causal-
informational covariation (Fodor, ). This view is captured by our last semantic
principle:

Principle  (Content covariation). An expression has the denotation it has because the
meaning it expresses is an internal representation that reliably co-varies with a content
that is identical to the expression’s denotation.

In what is to come we will do the following: for a given first-order language we
will introduce a neural structure that will then be identified with an internal semantic
structure. The neural structure is derived from an algebraic description of the topology
and dynamics of oscillatory networks, amember of the recurrent connectionist network
family. The topology of those networks closely follows the topological organization
of neurobiologically well studied cortical feature maps for various attributes such us
colour, orientation, direction ofmovement, etc. Featuremaps of this kind are ubiquitous
throughout the sensory cortices of the brains of humans andmany othermammals.The
dynamics of oscillatory networks is designed to reflect the well-studied mechanisms
of object-related neural synchronization (see Maye and Engel, this volume). We will
demonstrate that the neural structure provides a compositional semantics of the lan-
guage. Compositionality of meaning will hence be achieved. It will become obvious that
this semantics is non-symbolic in the sense defined above. The principle of semantic
constituency is negated. We will also show that the elements of the neural structure are
internal representations that reliably co-varywith external contents.These external con-
tents are identical with the standardmodel-theoretical denotations for the language.The
covariation with content is achieved. It will finally become clear that the covariation is
one-to-one such that the neural structure can be regarded as isomorphic to the external
denotational structure. These results justify us to call the neural structure an emulative
semantics. This is to say that each denotation of an expression in our language has a
potential counterpart neural state that co-varies with the denotation. An oscillatory net-
work thus generates an algebraic emulation of what it represents. The neural structure
is a compositional, non-symbolic, emulative semantics of a first-order language.

 Philosophically, the principlemay strike one as over simplifying rather complex dependency relation
between contents and denotations. It certainly needs some fine-tuning. Its impact and elegance for the
purposes of this text will, however, become clear below. I conceive of denotation in a broad sense asmodal
denotation.The denotation of a sentence might, for example, be identified with a proposition (eventually
modelled as a set of models or possible worlds). See Werning ().
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. Cortical feature maps, neuronal
synchronization, and the Gestalt

principles
....................................................................................................................................................................

The architecture of oscillatory networks, which lays the ground for our emulative
semantics, is motivated by empirical findings that regard the existence of topologi-
cally structured cortical feature maps, the neural mechanism of object-relative syn-
chronization, and the Gestalt principles of perception. Given that these findings justify
the biologically and psychologically adequateness of our network model, I will briefly
recapitulate the findings here.

.. Feature maps

For many attributes (colour, orientation, direction, size, etc.) involved in the course of
visual processing one can anatomically identify so-called neuronal feature maps (Hubel
and Wiesel, ). These are parts of the cortex that exhibit a two-fold topological
organization: a receptor topology and a feature topology. Each (pyramidal) neuron
x of the feature map has a specific receptive field r(x) on the receptor (in vision, the
retina) and a specific feature selectivity f (x). The receptive field is a geometrically
convex region on the receptor. The feature selectivity is characterized by a convex
region in the attribute space associated with the feature map. A specific neuron in an
orientation map, for instance, will fire if a stimulus object, say a bar projected on the
retina, is located in the receptive field of the neuron and its orientation has a value
in an interval of angles for which the neuron is selective. By speaking of a receptor
topology we mean that the synaptic connectivity of neurons within a feature map
reflects the geometry of the receptor. The density of synaptic connectivity introduces
a topology among the neurons of a feature map. A neuron counts as closer to a
reference neuron as compared to a third neuron if the connectivity density between
the first and the reference neuron is greater than that between the third and the
reference neuron. In humans and many other mammals this connectivity topology is
roughly congruent to the topography of the feature maps given by the actual physical
distances between neurons (see Fig. .). In the case of vision we say that those feature
maps are retinotopic. With some idealizations we can formulate the principle that
having a receptive field r is a topologically continuous mapping from the connectivity
topology of the feature map into the geometry of the receptor: given a certain neuron
in the feature map, all neurons close to it have receptive fields that are close to the
receptive field of the given neuron. A second topological principle holds for the
feature selectivities of the neurons in a feature map: having a certain feature selectivity
f is a topologically continuous mapping from the connectivity topology of the
feature map into the topology of the attribute space. Or in other words: given a certain
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figure 31.1 Cortical featuremaps. (a) Fragment of the neural featuremap for the attribute orien-
tation of cat primary visual cortex (adapted fromShmuel andVald, ).The arrows indicate the
polar topology of the orientation values represented within each hypercolumn. Hypercolumns
are arranged in a retinotopic topology. (b) Colour band (ca.  mm) from the thin stripes of
macaque secondary visual cortex (adapted from Xiao et al., ). The values of the attribute
colour are arranged in a topology that follows the similarity of hue as defined by the Commission
Internationale de l’Eclairages (xy-cromaticity). The topology among the various colour bands of
the thin stripes is retinotopic. Both in (a) and (b) the synaptic connectedness is reflected by the
cortical topography.

neuron in the featuremap, all neurons close to it have feature selectivities that are similar
to the feature selectivity of the given neuron. Fig. . shows fragments of cortical
featuremaps for the attributes orientation and colour. In the orientationmap (Fig. .a)
one finds pinwheel-like structures for particular receptive fields. These structures are
called hypercolumns. Each hypercolumn typically has an extent of about mm. The
receptive fields of overlapping hypercolumns overlap. Within each hypercolumn, neu-
rons for the entire spectrum of values of the attribute, that is angles of orientation, fan
out around a pin-wheel centre realizing a polar topology. Neurons of a hypercolumn
with a tuning for the same attribute value form a so-called minicolumn. The colour
map in the thin stripes of the secondary visual cortex (Fig. .b), in contrast, shows a
linear topology.The neurons of neighbouring stripes have neighbouring or overlapping
receptive fields. More than  so organized cortical areas are experimentally known to
be involved in the visual processing of the monkey (Felleman and van Essen, ). It
should be noted that cortical areas with a feature topology can also be found in higher
cortical areas involved in vision, whereas the receptor topology seems to be character-
istic only for the cortical areas carrying out early visual processes. Cortical maps with a

 Having defined a metric dc on the connectivity topology, a metric dr for distances between regions
on the receptor, and a metric df for distances between regions in the attribute space, the receptor and
feature topology of feature maps can be formally characterized as follows. Receptor topology: for any
choice of Â >  there is a ‰ >  such that for all neurons x, y of the feature map with dc(x, y) < ‰ it holds
that dr(r(x), r(y)) < Â. Feature topology: for any choice of Â >  there is a ‰ >  such that for all neurons
x, y of the feature map with dc(x, y) < ‰ it holds that df (f (x), f (y)) < Â.
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feature topology can also be found in the auditory and somatosensory cortices, where
they exhibit tonotopic (Bendor and Wang, ) or somatotopic topologies (DiCarlo
and Johnson, ).

.. Neural synchronization

The fact that feature values which belong to different attributes, but may be properties
of the same stimulus object are processed in distinct regions of the cortex, poses the
problem of how this information is integrated in an object-specific way. How can it be
that the horizontality and the redness of a red horizontal bar are represented in distinct
regions of cortex, but are still part of the representation of one and the same object?This
is the binding problem in neuroscience (Treisman, ).

A prominent and experimentally well supported solution postulates neuronal syn-
chronization as a mechanism for binding (von der Malsburg, ; Gray et al., ;
Maye and Engel, this volume): neurons that are selective for different properties show
synchronous activation when the properties indicated are instantiated by the same
object in the perceptual field; otherwise they are firing asynchronously. Synchrony,
therefore, might be regarded as fulfilling the task of binding together various property
representations in order to form the representation of an object as having these prop-
erties. Object-specific synchrony has been measured within minicolumns, within and
across hypercolumns, across different feature maps, even across the two hemispheres
and on a global scale (for a review see Singer, ).

.. The Gestalt principles

The rules that govern the constitution of objects in perception—that is the rules accord-
ing to which we perceive a group of stimulus elements as one object—have been studied
in perceptual psychology. These studies led to the formulation of the Gestalt princi-
ples (Wertheimer, /). Fig. .a illustrates the Gestalt principle of similarity of
colour: all things being equal, the more similar neighbouring elements of the stimulus
are with respect to colour, the more likely they are to be perceptually grouped together
into one object. Fig. .b gives an analogous example for the Gestalt principle of sim-
ilarity of orientation. Those principles are instances of a more general principle that
can be expressed as follows: there are a number of attributes (colour, orientation, size,
gradient, direction, etc.) that govern the perceptual grouping of stimulus elements into
objects such that, all things being equal, the more similar the values of neighbouring
stimulus elements are with respect to those attributes, the more likely those elements
are perceptually grouped into one object. These Gestalt principles are formulated as
ceteris paribus rules (see Palmer, , for review). Trade-offs between similarities with
respect to various attributes may occur.
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(a) (b)

figure 31.2 Illustration of Gestalt principles. (a) Similarity of colour. Neighbouring stimulus
elements of light grey colour are perceptually grouped into one object. (b) Similarity of orienta-
tion. A square made up of two vertical bars pops out as one object.

. Oscillatory networks
....................................................................................................................................................................

The neurobiological facts on neuronal feature maps and object-relative neural syn-
chronization together with the psychological principles of Gestalt perception allow
us to regard oscillatory networks (see Fig. .) as a plausible model of informational
processes in the visual cortex.

Oscillatory networks are recurrent neural networks whose basic units are oscillators
each consisting of an excitatory and inhibitory node. The oscillators are arranged on a
three-dimensional grid forming a module (Fig. .c) that is associated with a certain
attribute (colour, orientation, etc.). Each oscillator is first characterized by a recep-
tive field whose coordinates are given relative to the two dimensional XY-plane. It is
secondly characterized by its feature selectivity, represented on the Z-axis. Both the
receptor and the feature topology of cortical feature maps are honoured by the network
topology.

The Gestalt principles are implemented in oscillatory networks by the following
mechanism: oscillators with neighbouring receptive fields and similar feature selectivi-
ties tend to synchronize (light shading), whereas oscillators with neighbouring receptive
fields and different feature selectivities tend to desynchronize. As a consequence, oscil-
lators selective for proximal stimulus elements with like properties tend to form a syn-
chronous oscillation when stimulated simultaneously. This oscillation can be regarded
as one object representation. In contrast, inputs that contain proximal elements with
unlike properties tend to cause anti-synchronous oscillations, that is different object
representations.This result is in line with the findings of object-related neural synchro-
nization.

In our model a single oscillator (Fig. .a) consists of two mutually coupled excita-
tory and inhibitory nodes. They are assigned the variables x and y, which statistically
represent the electrical discharge behaviour of a minicolumn of a cortical feature map
(typically about  to  biological cells).
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figure 31.3 Oscillatory network. (a) A single oscillator consists of an excitatory (x) and an
inhibitory (y) node. Each node represents the average activity of a cluster of biological cells. Lxx
describes the self-excitation of the excitatory neuron. Ix and Iy amounts to external input. (b)
Synchronizing connections (solid) are realized by mutually excitatory connections between the
excitatory nodes and hold between oscillators within one layer. Desynchronizing connections
(dotted) are realized by mutually inhibitory connections between the inhibitory nodes and hold
between different layers. ‘R’ and ‘G’ denote the red and green channel. The cylinder segments
correspond to minicolumns, whole cylinders to hypercolumns. (c) A module for a single feature
dimension (e.g. colour) consists of a three-dimensional topology of oscillators.There is one layer
per feature and each layer is arranged to reflect a two-dimensional retinotopic structure. The
shaded circles visualize the range of synchronizing (light grey) and desynchronizing (dark grey)
connections of an oscillator in the top layer (black pixel). (d) Two coupled feature modules are
shown schematically. The single oscillator in module A has connections to all oscillators in the
shaded region of module B. This schema is applied to all other oscillators and feature modules.
Source: Reprinted from Werning (b) and Maye ().
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figure 31.4 (a) Stimulus: one vertical red bar and one horizontal green bar. It was presented
to a network with  ×  ×  oscillators. (b) The two stable eigenmodes. The eigenvectors v
and v are shown each in one line. The four columns correspond to the four feature layers. Dark
shading signifies negative, grey zero and light shading positive components. (c)The characteristic
functions for the two eigenmodes.

Synchronizing (resp. de-synchronizing) connections between two oscillators are real-
ized bymutually excitatory (inhibitory) connections between the excitatory (inhibitory)
nodes of both oscillators (Fig. .b). Feature modules for different feature dimensions,
for example colour and orientation, can be combined by establishing synchronizing
connections between oscillators of different modules in case they code for the same
stimulus region (Fig. .d).

Populations of recurrently coupled excitatory and inhibitory neurons can be found
in the primary visual cortex. Here, excitatory (pyramidal) cells in layers  and  are
tightly coupled to local inhibitory neurons in layers –. If the number of excitatory
and inhibitory biological cells is large enough, the dynamics of each oscillator can be
statistically described by the temporal evolution of the variables x and y according to
differential equations that describe limit-cycle oscillations (for an explicit mathematical
description see Maye (), Maye and Werning (, )).

Stimulated oscillatory networks characteristically show object-specific patterns of
synchronized and de-synchronized oscillators within and across feature dimensions.
In Fig. . the network dynamics for a stimulus consisting of a red vertical and a green
horizontal bar is shown. Oscillators that represent properties of the same object syn-
chronize, while oscillators that represent properties of different objects desynchronize.
We observe that for each represented object a certain oscillation spreads through the
network. The oscillation pertains only to oscillators that represent the properties of the
object in question.

. Algebraic network analysis
....................................................................................................................................................................

An oscillation function x(t) of an oscillator is the activity of its excitatory node as a func-
tion of time during a time window [,T]. Mathematically speaking, activity functions
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can be conceived of as vectors in the Hilbert space L[,T] of functions that are square-
integrable in the interval [,T].Thus, a precise measure of synchrony can be established
and a powerful algebraic framework for the semantic interpretation of the network will
be provided. The Hilbert space has the inner product

〈x(t)|x′(t)〉 =
∫ T


x(t) x′(t)dt. (.)

The degree of synchrony between two oscillations lies between − and + and can now
be defined as their normalized inner product

�(x, x′) = 〈x|x′〉√〈x|x〉〈x′|x′〉 . (.)

The dynamics of complex systems is often governed by a few dominating states, the
eigenmodes. The corresponding eigenvalues designate how much of the dynamics is
accounted for by that mode. The two stable eigenmodes of a stimulated network are
shown in Fig. .b. The overall dynamics of the network is given by the Cartesian
vector x(t) = (x(t), . . . , xk(t))T that contains the excitatory activities of all k oscillators
as components. The network state at any instant is considered as a superposition of the
temporally constant, but spatially variant eigenvectors vi weighted by the corresponding
spatially invariant, but temporally evolving characteristic functions ci(t) of Fig. .c:

x(t) =
∑

ci(t)vi. (.)

The eigenmodes, for any stimulus, can be ordered along their eigenvalues so that each
eigenmode can be signified by a natural number i beginning with  for the strongest (vi
is the corresponding eigenvector).

TheHilbert space analysis allows us to interpret the dynamics of oscillatory networks
in semantic terms. Since oscillation functions reliably co-vary with objects, they may be
assigned to some of the individual terms a, b, ..., x, y, ... ∈ Ind of a predicate language
by the partial function

· : Ind → L[,T]. (.)

The sentence a = b expresses a representational state of the system (i.e. the representa-
tion of the identity of the objects denoted by the individual terms a and b) to the degree
the oscillation functions ·(a) and ·(b) of the system are synchronous. The degree to
which a sentence ˆ expresses a representational state of the system, for any eigenmode
i, can be measured by the value di(ˆ) ∈ [−,+]. In case of identity sentences we have:

di(a = b) = �(·(a), ·(b)). (.)

When we take a closer look at the eigenvector of the first eigenmode in Fig. .b, we see
that most of the vector components are exactly zero (grey shading). However, few com-
ponents in the greenness and the horizontality layers are positive (light shading) and
few components in the redness and the verticality layers are negative (dark shading).We
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may interpret this by saying that the first eigenmode represents two objects as distinct
from one another. The representation of the first object is the characteristic function
+c(t) and the representation of the second object is its mirror image −c(t) (Because
of the normalization of the �-function, only the signs of the eigenvector components
matter). These considerations justify the following evaluation of non-identity:

di(¬a = b) =
{+ if di(a = b) = −,

− if di(a = b) > −.
(.)

A great advantage of the eigenmode analysis is that object representations are no longer
identified with the actual oscillatory behaviour of neurons, but with the eigenmode-
relative characteristic functions. In this approach the representation of objects does
not require strict synchronization of neural activity over long cortical distances, but
tolerates a travelling phase change as it has been observed experimentally (Eckhorn
et al., ) as well as in our network simulation.

Feature layers function as representations of properties and thus can be expressed
by predicates F, . . . , Fp, that is, to every predicate F a diagonal matrix ‚(F) ∈ {, }k×k

can be assigned such that, by multiplication with any eigenvector vi, the matrix renders
the sub-vector of those components that belong to the feature layer expressed by F. To
determine to which degree an oscillation function assigned to an individual constant
a pertains to the feature layer assigned to a predicate F, we have to compute how
synchronous it maximally is with one of the oscillations in the feature layer. We are, in
other words, justified to evaluate the degree to which a predicative sentence Fa (read: ‘a
is F’, e.g. ‘This object is red’) expresses a representational state of our system, with respect
to the eigenmode i, in the following way (the fj are the components of the vector f):

di(Fa) = max{�(·(a), fj)|f = ci(t)‚(F)vi}. (.)

If one, furthermore, evaluates the conjunction of two sentences ˆ ∧ ¯ by the minimum
of the value of each conjunct, we may regard the first eigenvector v of the network
dynamics resulting from the stimulus in Fig. .a as a representation expressible by the
sentence

This is a red vertical object and that is a green horizontal object.

We only have to assign the individual terms this (= a) and that (= b) to the oscillatory
functions −c(t) and +c(t), respectively, and the predicates red (= R), green (= G),
vertical (= V), and horizontal (= H) to the redness, greenness, verticality, and hori-
zontality layers as their neuronal meanings. Simple computation then reveals:

d(Ra ∧ Va ∧ Gb ∧ Hb ∧ ¬a = b) = . (.)

 The negation is sharp: it allows only − and + as values. In its definition we follow Gödel’s ()
intuitionist min-max-system. Double negation digitalizes the semantic value of the original sentence.The
deeper reasons for this choice of the negation lie in systematic considerations concerning the envisaged
calculus and the proof of completeness and compositionality theorems (Werning, c).
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Co-variation with content can always be achieved if the individual assignment · and
the predicate assignment ‚ are chosen to match the network’s perceptual capabilities.

. Eigenmodes as alternative
perceptual possibilities

....................................................................................................................................................................

So far I have concentrated on a single eigenmode only. The network, however, gener-
ates a multitude of eigenmodes. We tested the representational function of the differ-
ent eigenmodes by presenting an obviously ambiguous stimulus to the network. The
stimulus shown in Fig. .a can be perceived as two red vertical bars or as one red
vertical grating. It turned out that the network was able to disambiguate the stimulus
by representing each of the two perceptual possibilities in a stable eigenmode of its own
(see Fig. .b).

Eigenmodes, thus, play a similar role for neuronal representation as possible worlds
known from Lewis () or Kripke () play for semantics. Like possible worlds,
eigenmodes do not interfere with each other because they are mutually orthogonal.

We now see that both of the two stable eigenmodes shown in Fig. .b can be
expressed by a disjunctive sentence if we semantically evaluate disjunction as follows:

d(ˆ ∨ ¯, i) = max{d(ˆ, i), d(¯, i)}, (.)

for any sentences ˆ and ¯ of PL= and any eigenmode i. Either of the two eigenmodes
i = , makes d(ˆ, i) assume the value + if ˆ is set to the following disjunctive sentence,
which says that there is one red vertical object—denoted by a—or two red vertical
objects—denoted by b and c:

(Ra ∧ Va) ∨ (Rb∧ Rc∧ Vb∧ Vc∧ ¬b = c).

One only needs tomake the following assignments of individual constants to oscillation
functions:

·(a) = +c(t), ·(b) = +c(t), ·(c) = −c(t).

 The choice of the maximum as the semantic evaluation of disjunction is the primary reason for me
to prefer the Gödel system over alternative systems of many-valued logic. The reason is that it is the
only continuous evaluation of disjunction, a so-called t-conorm, that always takes the value of one of the
disjuncts as the value of the disjunction. Other continuous t-conorms would hence not allow us to treat
eigenmodes as independent alternative possibilities.Wewould not be able to say that a certain disjunction
is true because a possibility (i.e. an eigenmode) expressed by one of its disjuncts exists (see Werning,
c).
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figure 31.5 (a) Stimulus: two vertical red bars or one red vertical grating. (b) The eigenvectors
v, . . . , v of the four eigenmodes , . . . ,  with the largest eigenvalues are shown in one line. The
first mode represents the stimulus as one red vertical object, while the second mode represents
it as two red vertical objects. (c) The characteristic functions show the temporal evolution of
the first four modes. Only the first two are non-decreasing and thus belong to stable eigenmodes.
The left box gives the eigenvalues of the respective eigenmodes and their characteristic functions.
The eigenvalues correspond to the relative contribution of the eigenmode to the variability of the
overall network dynamics.
Source: Reprinted from Werning (a).
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. Making syntax and semantics
explicit

....................................................................................................................................................................

We are leaving the heuristic approach now and turn to a formally explicit description
of the neuronal semantics realized by oscillatory networks. Let the oscillatory network
under consideration have k oscillators. The network dynamics is studied in the time
window [,T]. For any stable eigenmode i ∈ N, it renders a determinate eigenvector vi,
a characteristic function ci(t), and an eigenvalue Îi after stimulation.The language to be
considered is a monadic first-order predicate language with identity (PL=). Let Ind be
the set of individual terms and let Predbe the set of predicates.The alphabet of PL= fur-
thermore contains the logical constants∧,∨,→,¬, ∃, ∀, and the binary predicate=. As
already introduced, we have a constant individual assignment ·, that is a partial function
from Ind into L[,T].We also have a predicate assignment ‚ : Pred →∈ {, }k×k. Now,
the union „ = · ∪ ‚ is a comprehensive assignment of PL=. The individual terms in the
domain of · are individual constants, those not in the domain of · are individual vari-
ables.The syntactic operations of the language PL= and the set SF of sentential formulae
as their recursive closure can be defined as follows, for arbitrary a, b, z ∈ Ind, F ∈ Pred,
and ˆ, ¯ ∈ SF:

Û= : (a, b) �→ a = b; Ûpred : (a, F) �→ Fa; Û¬ : ˆ �→ ¬ˆ;
Û∧ : (ˆ, ¯) �→ ˆ ∧ ¯; Û∨ : (ˆ, ¯) �→ ˆ ∨ ¯; Û→ : (ˆ, ¯) �→ ˆ → ¯;
Û∃ : (z, ˆ) �→ ∃zˆ; Û∀ : (z, ˆ) �→ ∀zˆ.

(.)

The set of terms of PL= is the union of the sets of individual terms, predicates, and
sentential formulae of the language. A sentential formula in SF is called a sentence
with respect to some constant assignment „ if and only if, under assignment „, all and
only individual terms bound by a quantifier are variables. Any term of PL= is called
„-grammatical if and only if, under assignment „, it is a predicate, an individual constant,
or a sentence. Taking the idea at face value that eigenmodes can be treated like possible
worlds (or more neutrally speaking: like models), the relation ‘i neurally models ˆ to
degree d by constant assignment „’, in symbols

i |�d
„ ˆ,

for any sentenceˆ and any real number d ∈ [−,+], is then recursively given as follows:

Identity: Given any individual constants a, b ∈ Ind∩ dom(„), then i |�d
„ a = b iff d =

�(„(a), „(b)).
Predication: Given any individual constant a ∈ Ind∩ dom(„) and any predicate F ∈

Pred, then i |�d
„ Fa iff d = max{�(„(a), fj)|f = „(F)vici(t)}.

Conjunction: Provided that ˆ, ¯ are sentences, then i |�d
„ ˆ ∧ ¯ iff d =

min{d′, d′′ | i |�d′
„ ˆ and i |�d′′

„ ¯}.
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Disjunction: Provided thatˆ, ¯ are sentences, then i |�d
„ ˆ ∨ ¯ iff d = max{d′, d′′ | i |�d′

„

ˆ and i |�d′′
„ ¯}.

Implication: Provided that ˆ, ¯ are sentences, then i |�d
„ ˆ → ¯ iff d =

sup{d′|min{d′, d′′} ≤ d′′′ where i |�d′′
„ ˆ and i |�d′′′

„ ¯}.
Negation: Provided that ˆ is a sentence, then i |�d

„ ¬ˆ iff (i) d =  and i |�−
„ ˆ or (ii)

d = − and i |�d′
„ ˆ where d′ < .

Existential Quantifier: Given any individual variable z ∈ Ind \ dom(„) and any sen-
tential formula ˆ ∈ SF, then i |�d

„ ∃zˆ iff d = sup{d′ | i |�d′
„′ ˆ where „′ = „ ∪

{〈z, c〉} and c ∈ L[,T]}.
Universal Quantifier: Given any individual variable z ∈ Ind \ dom(„) and any sen-

tential formula ˆ ∈ SF, then i |�d
„ ∀zˆ iff d = inf{d′ | i |�d′

„′ ˆ where „′ = „ ∪
{〈z, c〉} and c ∈ L[,T]}.

Let me briefly comment on these definitions: Most of them should be familiar from
previous sections. The degree d, however, is no longer treated as a function, but as a
relatum in the relation |�.

The semantic evaluation of negation has previously only been defined for negated
identity sentences. The generalized definition, here, is a straightforward application of
the Gödel system. An interesting feature of negation in the Gödel system is that its
duplication digitalizes the values of d into + and −.

The evaluation of implication, too, follows the Gödel system. Calculi for our seman-
tics have been developed in the literature.The calculi are in principle those of intuitionist
logic (Gottwald, ; Werning, c).

To evaluate existentially quantified formulae, the well-known method of cylindrifi-
cation (Kreisel and Krivine, ) is adjusted to the many-valued case. The supremum
(sup) takes over the role of existential quantification in the meta-language and can
be regarded as the limit case of the maximum-function in an infinite domain. This is
analogous to the common idea of regarding the existential quantifier as the limit case
of disjunction over an infinity of domain elements. It should be noted that the value of
an existentially quantified sentence of the form

(∃z)(Fz)
measures whether the oscillators in the feature layer expressed by F oscillate.

For the evaluation of universally quantified formulae, the method of cylindrification
is used and adjusted again. This time the infimum (inf ) assumes the role of universal
quantification in the metalanguage. It can be regarded as the limit case of the minimum
for infinite domains in the same way as one might think of the universal quantifier as

 In t-norm based many-valued logics a function n : [−,+] → [−,+] is generally said to be a
negation function if and only if n is non-increasing, n(−) =  and n() = − (cf. Gottwald, ).

 The deeper rationale behind this definition is the adjointness condition, which relates the evaluation
of implication to the t-norm (= min, by our choice). The adjointness condition relates the evaluation
of implication, the function i : [−,+] → [−,+], to the t-norm t by the following bi-conditional
(cf. Gottwald, ): d′ ≤ i(d′′, d′′′) ⇔ t(d′, d′′) ≤ d′′′.
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figure 31.6 Hypothetical fragment of the frame for the representation of a banana. The sub-
stance representation to be decomposed is marked by a double circle as the referring node of
the frame. The labelled arrows denote attributes, the nodes their values. Based on linguistic
and neurobiological evidence (e.g. Pulvermüller, ), we assume that the representations of
substances are linked to body-part related motor programmes. It could be theoretically shown
how such a framemight translate into a complex pattern of synchronization where the peripheral
attributes of the frame correspond to neuronal feature maps.

the limit case for infinite conjunction. To mention a concrete example, the value of a
universally quantified implication of the form

(∀z)(Fz → F′z)

can be viewed as providing a measure for the overall synchronization between feature
layers expressed by the predicates F and F′.

Werning (b) extends this semantics from an ontology of objects to an ontology
of events. Werning (a) integrates relation like the in-relation. Using frame theory,
Petersen and Werning () and Werning () show how our neuronal semantics
deals with substance representations that decompose into attributive representations
(see Fig. .).

. Compositionality and emulative
semantics

....................................................................................................................................................................

In this section I will finally prove that the principle of the compositionality ofmeaning is
fulfilled for oscillatory networks.The work done so far leads us directly to the following
theorem:
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Theorem  (Compositionality of Meaning). Let L be the set of terms of a PL=-language,
SF the set of sentential formulae and |� the neuronal model relation. The function Ï with
domain L is a compositional meaning function of the language if Ï, for every t ∈ L, is
defined in the following way:

Ï(t) =
{ {〈„, „(t)〉} if t �∈ SF,

{〈„, i〉|i |�
„ ˆ} if t ∈ SF.

To simplify notation, we may stipulate for any „-grammatical term t:

Ï„(t) =
{

„(t) if t is not a sentence,
{i|〈„, i〉 ∈ Ï(t)} if t is a sentence. (.)

Proof: To prove the theorem, one has to show that for any of the syntactic operations Û

in (.), there is a semantic operationmÛ that satisfies the equation:

Ï(Û(t, ..., tn)) = mÛ(Ï(t), ..., Ï(tn)). (.)

To do this for the first six operations, one simply reads the bi-conditionals in the defin-
ition of |� as the prescriptions of functions:

m= : (Ï(a), Ï(b)) �→ {〈„, i〉| = �(Ï„(a), Ï„(b))};

mpred : (Ï(a), Ï(F)) �→
{〈„, i〉 | = max{�(Ï„(a), fj)|f = Ï„(F)vici(t)}};

m∧ : (Ï(ˆ), Ï(¯)) �→ Ï(ˆ) ∩ Ï(¯);

etc.
To attain semantic counterpart operations for Û∃ and Û∀, we have to apply themethod

of cylindrification:

m∃ : Ï(ˆ(z)) �→
{〈„, i〉 |∃„′ : dom(„′) = dom(„) ∪ {z} and 〈„′, i〉 ∈ Ï(ˆ(z))};

m∀ : Ï(ˆ(z)) �→
{〈„, i〉 |∀„′ : dom(„′) = dom(„) ∪ {z} ⇒ 〈„′, i〉 ∈ Ï(ˆ(z))}.

One easily verifies that the compositionality condition is satisfied. �

Theorem  proves that the dynamics of oscillatory networks provides a compositional
semantics for a first-order language. The proof demonstrates that the method to define
a semantics is completely analogous to what one usually does in standard model-
theoretical semantics. It follows that the neuronal structure



non-symbol ic compos it ional ity 653

N = 〈{Ï„[L„], {m=,mpred,m¬,m∧,m∨,m→,m∃,m∀}〉
is a compositional semantics for a language with the syntax

〈L„, {Û=, Ûpred, Û¬, Û∧, Û∨, Û→, Û∃, Û∀}〉.
The meaning Ï„(a) of an individual constant a can be regarded as an internal object
representation. It is an oscillation that co-varies with an object in the stimulus. The
stimulus object is to be identified with the denotation of the constant a. The content
of the internal object representation expressed by the constant a is hence identical with
the denotation of the constant.We should note that a is best conceived of as an indexical
that tracks the object. Recall that the construction scheme of the network was chosen
to implement theGestalt principles for object perception: whatever yields an oscillation
in the network must be regarded as an object of perception. Network simulations with
ambiguous and illusionary stimuli support this view (Werning and Maye, ; Salari
and Maye, ).

Themeaning Ï„(F) of a predicate F is identifiedwith an internal predicative represen-
tation. It is the matrix that identifies a specific feature layer of a module. The activities
of the layer, by construction, co-vary with instantiations of a certain property in the
stimulus. We may denote this property by the predicate F. The content of the internal
predicative representation expressed by the predicate F is identical with the denotation
of the predicate.

The meaning of a sentence is a set of eigenmodes. We can regard it as an internal
propositional representation. Since the meanings of constants and predicates are inter-
nal representations and co-vary with what they denote, the sets of eigenmodes can be
mapped one–one to sets of models or possible worlds built from the denoted objects
and properties. If one takes propositions to be sets of models or possible worlds, as is
commonly done, and if one assumes that propositions are the denotations of sentences,
we have a one–one mapping between the internal propositional representations of the
network and the denotations of the sentences that express them.Wemayhence infer that
the principle of content co-variation is fulfilled for the triples <constant term, inter-
nal object representation = oscillation, denoted object>, <predicate, internal object
representation = feature layer, denoted property>, <sentence, internal propositional
representation = set of eigenmodes, denoted proposition>.

The co-variation between the internal representations generated by the network and
expressed by the terms of the language, on the one side, and the denotations of the
expressions, on the other side, are one-to-one. Moreover, the semantic operations used
to construct our neuronal semantics are also completely analogous to those used in the
denotational semantics of standard model theory. It can thus be immediately shown
that the neuronal structure N , which provides a semantics of internal representations
of our language, is strictly isomorphic to the denotational semantics one would get in
the standard model-theoretical approach. This isomorphism justifies the claim that

 The proof is analogous to the one given in Werning (c).
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the neuronal structure is an emulative semantics of a first-order language. It is non-
symbolic because it is isomorphic to a denotational semantics as provided by standard
model theory and thus violates the principle of semantic constituency. Each element
of a denotational semantics for the perceptual expressions used in our language has a
counterpart in the neuronal structure: its emulation.

. Conclusion
....................................................................................................................................................................

Oscillatory networks showhowa structure of the cortex can be analysed so that elements
of this structure can be identified with internal representations. These cortical states
can be regarded as the neuronal meanings of the expressions in a perceptual predicative
language. As meanings they form a compositional semantics for such a language. As
internal representations they co-vary with external content. The emulative semantics
developed in this chapter is biologically realistic. It builds on neurobiological findings
regarding cortical featuremaps and object-relative synchronization. It also incorporates
the Gestalt principles of perception.

Compared to connectionist alternatives (Smolensky, /a; Shastri and Ajjana-
gadde, ; Plate, ; van der Velde and de Kamps, ), the architecture proposed
here as a model for large parts of the cortex is advantageous in that it not only imple-
ments a compositional semantics of meanings, but shows how internal representations
can co-vary with external contents. As a consequence it becomes transparent how inter-
nal representation can have content and how they therebymediate between expressions
and their denotations.

Oscillatory networks and their biological correlates may be assigned a central role
at the interface between language and mind, and between mind and world. This is
due to the quasi-perceptual capabilities of oscillatory networks, which alternative con-
nectionist models for semantic implementations lack. Linking oscillatory networks to
mechanisms for the production of phonological sequences remains a challenge for
future investigations.

The theory developed here amounts to a new mathematical description of the time-
structure the cortex is believed to exhibit. Neuronal synchronization plays an essential
role not only for binding, but, generally, for the generation of compositional represen-
tations in the brain.

According to our approach meanings are non-symbolic, but emulative. In contrast
to symbolic theories there is no part–whole relation defined on meanings that reflects
the part–whole relations of syntax. Instead, the denotational structure of linguistic
expressions is emulated. A main aspect of Fodor’s Language of Thought approach is
to identify meanings with mental concepts and so ‘duplicate’ language. The principal
idea of emulative semantics is that meanings ‘duplicate’ the world where duplication is
taken to be neuronal emulation.



References................................................

Abaelardus, P. . Dialectica, ed. L. De Rijk, Assen: Van Gorcum.
Abeles, M. . Local Cortical Circuits: An Electrophysiological Study, Springer, Berlin.
Abeles, M., G. Hayon, and D. Lehman. . Modeling compositionality by dynamic binding

of synfire chains, Journal of Computational Neuroscience , –.
Adams, E. W. . The Logic of Conditionals, Dordrecht: Reidel.
Aissen, J. . Differential object marking: iconicity vs. economy. Natural Language and
Linguistic Theory : –.

Ammonius . In Aristotelis De Interpretatione Commentarius, ed. A. Busse, Berlin: Reimer.
Andersen, H. . Abductive and deductive change, Language : –.
Angelelli, I. (ed.) . Gottlob Frege. Kleine Schriften, Hildesheim: Olms.
Apresjan, J. D. . Synonymy and synonyms, in F. Kiefer (ed.), Trends in Soviet Theoretical
Linguistics, Dordrecht: Reidel, –.

Arad, M. . Roots and Patterns: Hebrew Morpho-syntax, New York: Springer.
Arbib, M. A. . Perceptual structures and distributed motor control. In V. B. Brooks (ed.),
Handbook of Physiology—The Nervous System II. Motor Control, American Physiological
Society, –.

Arbib,M. A. a. Frommonkey-like action recognition to human language: an evolutionary
framework for neurolinguistics (with commentaries and authors response), Behavioral and
Brain Sciences : –.

Arbib, M. A. b. Interweaving protosign and protospeech: Further developments beyond
the mirror, Interaction Studies: Social Behavior and Communication in Biological and Artifi-
cial Systems : –.

Arbib, M. A. . Holophrasis and the protolanguage spectrum, Interaction Studies: Social
Behavior and Communication in Biological and Artificial Systems  (): –.

Arbib,M.A. .How the BrainGot Language:TheMirror SystemHypothesis. Oxford:Oxford
University Press.

Arbib, M. A. and D. Bickerton (eds). . The Emergence of Protolanguage: Holophrasis vs
compositionality. Philadelphia, Amsterdam: John Benjamins Publishing Company.

Arbib, M. A. and D. Caplan. . Neurolinguistics must be computational. Behavioral and
Brain Sciences : –.

Arbib, M. A. and J. C. Hill. . Language acquisition: Schemas replace universal grammar.
In J. A. Hawkins (ed.), Explaining Language Universals, Oxford: Basil Blackwell, –.

Arbib, M. A. and J.-S. Liaw. . Sensorimotor transformations in the worlds of frogs and
robots, Artificial Intelligence : –.

Arbib, M. A. and M. B. Hesse. . The Construction of Reality, Cambridge: Cambridge
University Press.

Arbib, M. A., K. Liebal, and S. Pika. . Primate vocalization, ape gesture, and human
language: An evolutionary framework, Current Anthropology  ().

Arbib, M. A., P. Érdi, and J. Szentágothai. . Neural Organization: Structure, Function, and
Dynamics, Cambridge, MA: The MIT Press.



674 references

Armstrong, S. L., L. R. Gleitman, and H. Gleitman. . What some concepts might not be,
Cognition , –.

Arnold, K. and K. Zuberbühler. . Semantic combinations in primate calls, Nature
(): .

Aron, A. and L. Westbay. . Dimensions of the prototype of love, Journal of Personality and
Social Psychology  (): –.

Ashby, W. R. . An Introduction to Cybernetics, London: Chapman & Hall.
Asher, N. and A. Lascarides. . Logics of Conversation, Cambridge: Cambridge Univer-

sity Press.
Atkins, B. T., J. Kegl, and B. Levin. . Anatomy of a Verb Entry: From Linguistic Theory to

Lexicographic Practice, International Journal of Lexicography : –.
Austin, J. L. . Truth. In J. O. Urmson and G. J. Warncock (eds), Philosophical Papers, oxford:

Oxford University Press.
Baader, F. and T. Nipkow . Term Rewriting and All That, Cambridge: Cambridge Univer-

sity Press.
Baccalá, L. and K. Sameshima. . Overcoming the limitations of correlation analysis for

many simultaneously processed neural structures, Progress in Brain Research , –.
Bach, E. . Nouns and noun phrases, in E. Bach and R. T. Harms (eds), Universals of
Linguistic Theory, New York: Holt, Rinehart, and Winston, –.

Bach, E. . Control in Montague Grammar, Linguistic Inquiry : –.
Bach, E. . In defense of passive, Linguistics and Philosophy : –.
Bach, E. and D. Wheeler. . Montague phonology: a first approximation. In W. Chao and

D. Wheeler (eds), Problems of Linguistic Metatheory, no.  in University of Massachussetts
Occasional Papers.

Bach, K. . Semantic non-specificity and mixed quantifiers, Linguistics and Philosophy :
–.

Baggio, G., T. Choma, M. van Lambalgen, and P. Hagoort. . Coercsion and composition-
ality, Journal of Cognitive Neuroscience , –.

Baggio, G., and M. van Lambalgen. . The processing consequences of the imperfective
paradox, Journal of Semantics , –.

Baggio, G., M. van Lambalgen, and P. Hagoort. . Computing and recomputing discourse
models: An ERP study, Journal of Memory and Language , –.

Baggio, G.,M. van Lambalgen, and P.Hagoort. . Language, linguistics and cognition. InM.
Stokhof and J. Groenendijk (eds), Handbook of Philosophy of Linguistics, Amsterdam-New
York: Elsevier.

Baker, G. and P. Hacker. . Wittgenstein: Understanding and Meaning, Oxford: Oxford
University Press.

Baker, G. and P. Hacker. . Language, Sense and Nonsense, Oxford: Blackwell.
Baker, M. . Incorporation, Chicago: University of Chicago.
Baker, M. . Thematic roles and grammatical categories. In L. Haegeman (ed.), Elements of
Grammar, Dordrecht: Kluwer, –.

Baker, M. . The Atoms of Language: The Minds Hidden Rules of Grammar, New York:
Basic Books.

Baker, M. . Lexical Categories, Cambridge: Cambridge University Press.
Baker, M., K. Johnson, and I. Roberts. . Passives raised. Linguistic Inquiry : –.
Baldwin, J. M. . A new factor in evolution, American Naturalist : –.
Balota, D. A. . Visual word recognition: The journey from features to meaning. In M. A.

Gernsbacher (ed.), Handbook of Psycholinguistics, San Diego: Academic Press, –.



references 675

Bar-Hillel, Y. . A demonstration of the nonfeasibility of fully automatic high quality
translation, in Y. Bar-Hillel, Language and Information: Selected Essays on their Theory and
Application, Reading, MA: Addison-Wesley, –.

Barsalou, L. W. . The instability of graded structure: Implications for the nature of con-
cepts. In U. Neisser (ed.), Concepts and Conceptual Development, Cambridge: Cambridge
University Press.

Barsalou, L.W. . Frames, concepts, and conceptual fields, inA. Lehrer andE. F. Kittay (eds),
Frames, Fields, and Contrasts: New essays in semantic and lexical organization. Hillsdale, NJ:
Lawrence Erlbaum Associates, –.

Barsalou, L. W. . Flexibility, structure, and linguistic vagary in concepts: Manifesta-
tions of a compositional system of perceptual symbols. In A. C.Collins, S. E. Gathercole,
M. A. Conway and P. E. M. Morris (eds), Theories of memory, Hillsdale, NJ: Lawrence
Erlbaum Associates.

Barsalou, L. W. . Perceptual symbol systems, Behavioral and Brain Sciences : –.
Barsalou, L. W. and C. R. Hale. . Components of conceptual representation: from feature

lists to recursive frames, in I. van Mechelen, J. A. Hampton, R. S. Michalski, and P. Theuns
(eds), Categories and Concepts: Theoretical Views and Inductive Data Analysis, London:
Academic Press, –.

Barsalou, L. W. and J. J. Prinz. . Mundane creativity in perceptual symbol systems. In
T. B. Ward, S. M. Smith, and J. Vaid (eds), Creative Thought: An investigation of conceptual
structures and processes, Washington, DC: American Psychological Association, –.

Barss, A. and H. Lasnik. . A note on anaphora and double objects, Linguistic Inquiry
: –.

Barton, S. and A. Sanford. . A case study of anomaly detection: Shallow semantic process-
ing and cohesion establishment, Memory and Cognition , –.

Barwise, J. . Noun phrases, generalized quantiers and anaphora. In P. Gärdenfors (ed.),
Generalized Quantiers, Studies in Language and Philosophy, Dordrecht: Reidel, –.

Barwise, J. and J. Etchemendy. . The Liar: An Essay on Truth and Circularity, New York:
Oxford University Press.

Barwise, J. and J. Perry. . Situations and Attitudes, Cambridge, MA: MIT Press.
Barwise, J. and R. Cooper. . Generalized quantifiers and natural language, Linguistics and
Philosophy : –.

Bastiaansen, M., M. van der Linden, M. Ter Keurs, T. Dijkstra, and P. Hagoort. . Theta
responses are involved in lexical-semantic retrieval during language processing, Journal of
Cognitive Neuroscience , –.

Batali, J. .Thenegotiation and acquisition of recursive grammars as a result of competition
among exemplars. In E. Briscoe (ed.), Linguistic Evolution through Language Acquisition:
Formal and Computational Models, Cambridge: Cambridge University Press, –.

Bates, E. and B. MacWhinney. . Functionalist approaches to grammar, in E. Wanner, and
L. R. Gleitman (eds), Language Acquisition: The State of the Art, Cambridge: Cambridge
University Press, –.

Beaver, D. and B. Clark. . Always and only. Why not all focus sensitive operators are alike,
Natural Language Semantics (): –.

Beaver, D. . Presupposition. In J. van Benthem and A. ter Meulen (eds),Handbook of Logic
and Language, Amsterdam: Elsevier, –.

Beck, S. and K. Johnson. . Double objects again, Linguistic Inquiry (): –.



676 references

Belvin, R. S. . Inside Events: The Non-Possessive Meanings of Possession Predicates and
the Semantic Conceptualization of Events. Doctoral dissertation. Los Angeles: University of
Southern California.

Bendor,D. andX.Wang. .Theneuronal representation of pitch in primate auditory cortex,
Nature : –.

Beqa, A., S. Kirby, and J. R. Hurford. . Regular morphology as a cultural adaptation: Non-
uniform frequency in an experimental iterated learning model. In A. D. M. Smith, K. Smith,
and R. Ferrer i Cancho (eds),The Evolution of Language: Proceedings of the th International
Conference, Singapore: World Scientific, –.

Berg, G. . A connectionist parser with recursive sentence structure and lexical disam-
biguation, AAAI-: Proceedings of the Tenth National Conference on Artificial Intelligence,
Cambridge, MA: MIT Press.

Berlin, B. and P. Kay. . Basic Colour Terms:Their Universality and Evolution, Berkeley/CA:
University of California Press.

Bickerton, D. . The language bioprogram hypothesis, Behavioral and Brain Sciences
: –.

Bickerton, D. . Language and Human Behavior, Seattle: University of Washington Press.
Bickerton,D. . Symbol and structure: A comprehensive framework for language evolution.

In M. H. Christiansen and S. Kirby (eds), Language Evolution, Oxford: Oxford University
Press, –.

Bickerton, D. . Beyond the mirror neuron—the smoke neuron? Behavioral and Brain
Sciences  (): .

Biederman, I. . Recognition by components: A theory of human image understanding,
Psychological Review : –.

Bienenstock, E. . A model of neocortex, Network: Computation in neural systems
: –.

Bierwisch, M. . Semantische und konzeptuelle Repräsentationen lexikalischer Einheiten.
In R. Ruzicka and W. Motsch (eds), Untersuchungen zur Semantik, Berlin: Akademie Ver-
lag, –.

Bierwisch, M. . The semantics of gradation, in M. Bierwisch and E. Lang (eds), Dimen-
sional Adjectives. Grammatical structure and conceptual interpretation. Berlin: Springer,
–.

Bierwisch, M. . Lexical information from a minimalist point of view. In C. Wilder,
H.-M. Gärtner, and M. Bierwisch (eds),The Role of Economy Principles in Linguistic Theory,
Berlin: Akademie Verlag, –.

Bierwisch, M. . A case for cause. In I. Kaufmann and B. Stiebels (eds), More than Words,
Berlin: Akademie Verlag, –.

Bierwisch, M. and E. Lang (eds). . Dimensional Adjectives. Grammatical structure and
conceptual interpretation. Berlin: Springer.

Bigelow, J. and R. Pargetter. . Function, Journal of Philosophy  (): –.
Billings, R. S. and S. A.Marcus. .Measures of compensatory and noncompensatorymodels

of decision behavior: Process tracing versus policy capturing, Organizational Behavior and
Human Performance : –.

Bird,H.,M.A. LambonRalph,M. Seidenberg, J. L.McClelland, andK. Patterson. .Deficits
in phonology and past-tense morphology: What’s the connection? Journal of Memory and
Language : –.

Bloom, P. . How Children Learn the Meanings of Words, Cambridge, MA: MIT Press.



references 677

Bloomfield, L. . Language, London: George Allen & Unwin.
Bolinger, D. . Degree Words. Den Haag: Mouton.
Bonnay, D. . Compositionality and molecularism. In M. Werning, E. Machery, and

G. Schurz (eds), The Compositionality of Meaning and Content. Vol. I. Frankfurt: Ontos-
Verlag, –.

Boodin, J. . The Social Mind: Foundations of Social Philosophy, New York: Macmillan Co.
Boolos, G. . Logic, Logic, and Logic, Cambridge, MA: Harvard University Press.
Boolos, G. S., R. C. Jeffrey, and J. P. Burgess. .Computability and Logic th edn, Cambridge:

Cambridge University Press.
Borer, H. . Structuring Sense (volumes I and II), Oxford: Oxford University Press.
Borg, E. . Minimal Semantics, Oxford: Oxford University Press.
Borschev, V. and B. H. Partee. . Genitive modifiers, sorts, and metonymy, Nordic Journal
of Linguistics : –.

Bouillon, P. and F. Busa (eds). . The Language of Word Meaning, Cambridge: Cambridge
University Press.

Boyd, R. and P. J. Richerson, P. J. . Culture and the Evolutionary Process, Chicago, IL:
University of Chicago Press.

Brachman, R. J. . A structural paradigm for representing knowledge, in BBN Report
No. , Cambridge, MA.

Brennan, J. and L. Pylkkänen. . Processing events: Behavioral and neuromagnetic corre-
lates of aspectual coercion, Brain and Language : –.

Bresnan, J. . Lexical-Functional Syntax, Malden, MA: Blackwell.
Bresnan, J. and T. Nikitina. . The gradience of the dative alternation. In L. Uyechi and

L. Hee Wee (eds), Reality Exploration and Discovery: Pattern interaction in language and life,
Stanford: CSLI Publications.

Bridgeman, B. . Action planning supplements mirror systems in language evolution,
Behavioral and Brain Sciences : –.

Brighton, H. . Compositional syntax from cultural transmission, Artificial Life : –.
Brighton, H. . Simplicity as a driving force in linguistic evolution, PhD Thesis, The Uni-

versity of Edinburgh.
Brighton, H., K. Smith, and S. Kirby. b. Language as an evolutionary system, Physics of
Life Reviews : –.

Brighton, H., S. Kirby, andK. Smith. a. Cultural selection for learnability: Three principles
underlying the view that language adapts to be learnable. In M. Tallerman (ed.), Language
Origins: Perspectives on Evolution, Oxford: Oxford University Press, –.

Briscoe, E. (ed.) . Linguistic Evolution through Language Acquisition: Formal and Compu-
tational Models, Cambridge: Cambridge University Press.

Brogaard, B. . Introduction to Relative Truth, Synthese, (): – (online ).
Brooks, L. R. . Nonanalytic concept formation and memory for instances. In E. Rosch and

B. B. Lloyd (eds),Cognition andCategorization, Hillsdale, NJ: Lawrence ErlbaumAssociates.
Brown, C. and P. Hagoort. . The processing nature of the N: Evidence from masked

priming, Journal of Cognitive Neuroscience , –.
Buchanan, R. and G. Ostretag () Has the problem of incompleteness rested on a mistake?
Mind : –.

Bullinaria, J. and J. Levy. . Extracting semantic representations from word co-occurrence
statistics: a computational study, Behavior Research Methods : –.

Burge, T. . Reference and proper names, Journal of Philosophy : –.



678 references

Burris, S. and H. P. Sankappanavar. . A Course in Universal Algebra, no.  in Graduate
Texts in Mathematics. Berlin: Springer.

Butt, M. . Complex predicates in Urdu. In A. Alsina, J. Bresnan, and P. Sells (eds), Complex
Predicates, Stanford, CA: CSLI Publications, –.

Bybee, J. L. .Morphology: a study of the relation betweenmeaning and form, vol.  of Studies
in Language, Amsterdam: John Benjamins.

Bybee, J. L. . Regular mophology and the lexicon, Language and Cognitive Processes
: –.

Bynum, T. W.(ed.) .Gottlob Frege. Conceptual notation and related articles, Oxford: Oxford
University Press.

Caicedo, X., F. Dechesne, and T.M.V. Janssen, . Equivalence and quantifier rules for logics
with imperfect information, Logic Journal of the IGPL : –.

Calcagno, M. . A sign-based extension to the Lambek Calculus for discontinuous con-
stituents. Bulletin of the IGPL : –.

Cameron, P. J. and W. Hodges. . Some combinatorics of imperfect information, Journal of
Symbolic Logic : –.

Cangelosi, A., A.D.M. Smith, andK. Smith. (eds) .TheEvolution of Language: Proceedings
of the th International Conference, Singapore: World Scientific.

Capirci, O. and Volterra, V. . Gesture and speech. The emergence and development of a
strong and changing partnership, Gesture  (): –.

Cappelen, H. . The creative interpreter: content relativism and assertion, Philosophical
Perspectives, : –.

Cappelen, H. and J. Hawthorne. . Relativism and Monadic Truth, Oxford: Oxford
University Press.

Cappelen, H. and E. Lepore. . Insensitive Semantics, Oxford: Blackwell.
Caramazza, A. . The logic of neuropsychological research and the problem of patient

classification in aphasia, Brain and Language : –.
Carey, S. . Conceptual Change in Childhood, Cambridge/MA: MIT Press.
Carey, S. . Conceptual differences between children and adults, Mind and Language :

–.
Carlson, G. . Thematic roles and their role in semantic interpretation, Linguistics :

–.
Carnap, R. . Meaning and Necessity: a study in semantics and modal logic. Chicago, IL:

University of Chicago Press.
Carpenter, B. . The Logic of Typed Feature Structures. Cambridge: Cambridge Univer-

sity Press.
Carrier, J. and J. H. Randall. . The argument structure and syntactic structure of resulta-

tives, Linguistic Inquiry : –.
Carruthers, P. . The cognitive functions of language, Behavioral and Brain Sciences : .
Casati, R. and A. Varzi. . Holes and Other Superficialities, Cambridge, MA: MIT Press.
Castañeda, H. . Comments. In N. Rescher (ed.), The Logic of Decision and Action, Pitts-

burgh: Pittsburgh University Press.
Castelo-Branco, M., R. Goebel, S. Neuenschwander, and W. Singer. . Neural synchrony

correlates with surface segregation rules, Nature : –.
Chater, N. and C. D. Manning. . Probabilistic models of language processing and acqui-

sition, TRENDS in Cognitive Science : –.
Chater, N. and M. Oaksford. . Ten Years of the rational analysis of cognition, Trends in
Cognitive Science : –.



references 679

Chauncey, K., A. Ozyürek, P. Hagoort, and S. Kita. . Recognition of iconic gestures: A first
gating study. Unpublished manuscript.

Cheney, D. L. and R. M. Seyfarth. .HowMonkeys See theWorld: Inside the mind of another
species. Chicago, IL: University of Chicago.

Cheney, D. L. and R. M. Seyfarth. . Constraints and preadaptations in the earliest stages
of language evolution, The Linguistic Review : –.

Chierchia, G. . Scalar implicatures, polarity pphenomena, and the syntax/pragmatics
interface, in A. Belletti (ed.), Structures and Beyond. Oxford: Oxford University Press,
–.

Chierchia, G. and S. McConnell-Ginet, . Meaning and Grammar. Cambridge: MIT Press.
Chiswell, I. and W. Hodges. . Mathematical Logic, Oxford: Oxford University Press.
Chomsky, N. . Syntactic Structures, ’S-Gravenhage: Mouton.
Chomsky, N. . A review of B. F. Skinner’s Verbal Behavior, Language : –.
Chomsky, N. . Aspects of the Theory of Syntax, Cambridge, MA: MIT Press.
Chomsky,N. . Remarks onnominalization. InR. Jacobs andR. Rosenbaum (eds),Readings
in English Transformational Grammar, Waltham: Ginn.

Chomsky, N. a. The Logical Structure of Linguistic Theory, New York: Plenum Press.
Chomsky, N. b. Reflections on Language, New York, NY: Pantheon.
Chomsky, N. . Conditions on rules of grammar, Linguistic Analysis : –.
Chomsky, N. . Rules and representations, Behavioral and Brain Sciences : –.
Chomsky, N. . Knowledge of Language, New York: Praeger.
Chomsky, N. . Knowledge of Language: Its Nature, Origin and Use, Dordrecht: Foris.
Chomsky, N. . Language and Problems of Knowledge: The Managua Lectures, Cambridge,

MA: MIT Press.
Chomsky, N. . TheMinimalist Program, Cambridge, MA: MIT Press.
Chomsky, N. . New Horizons in the Study of language and Mind. Cambridge: Cambridge

University Press.
Chomsky, N. . On Nature and Language, Cambridge: Cambridge University Press.
Chomsky, N. . Three factors in language design, Linguistic Inquiry (): –.
Chomsky, N. . On Phases. In C. Otero et al. (eds), Foundational Issues in LinguisticTheory,

Cambridge, MA: MIT Press.
Chomsky, N. and M. Halle. . The Sound Pattern of English, New York: Harper and Row.
Chomsky, N. and H. Lasnik. . The theory of principles and parameters. In J. Jacobs,

A. v. Stechow, W. Sternefeld, and T. Vennemann, (eds), Syntax: An International Handbook
of Contemporary Research, De Gruyter, –. (Reprinted in N. Chomsky, TheMinimalist
Program, Cambridge, MA: MIT Press, .)

Christianson, K. A. Hollingworth, J. Halliwell, and F. Ferreira. . Thematic roles assigned
along the garden path linger, Cognitive Psychology : –.

Church, A. . The Calculus of Lambda Conversion, Princeton: Princeton University Press.
Churchland, P. M. . Matter and Consciousness, Cambridge, MA: MIT Press.
Churchland, P. S. . Neurophilosophy. Cambridge, MA: MIT Press.
Clahsen, H. . Lexical entries and rules of language: A multidisciplinary study of German

inflection, Behavioral and Brain Sciences : –.
Clahsen, H. and M. Almazan. . Syntax and morphology in Williams syndrome, Cognition

: –.



680 references

Clahsen, H. and M. Rothweiler. . Inflectional rules in children’s grammars: Evidence from
the development of participles in German, Yearbook of Morphology : –.

Clahsen, H., S. Eisenbeiss, and I. Sonnenstuhl. . Morphological structure and the process-
ing of inflected words, Theoretical Linguistics : –.

Clark, E. . On the logic of contrast, Journal of Child Language : –.
Clark, H. . Bridging. In R. Schank and B. Nash-Webber (eds), Theoretical Issues in Natural
Language Processing, Cambridge: MA: MIT Press.

Clark, H. H. . Using Language, Cambridge: Cambridge University Press.
Cohen, B. and G. L. Murphy. . Models of concepts, Cognitive Science : –.
Cohen, L. J. . How is conceptual innovation possible? Erkenntnis : –.
Collins, P. . The indirect object constructions in English: an informational approach,
Linguistics : –.

Comrie, B. . Aspect. Cambridge: Cambridge University Press.
Comrie, B. . Language Universals and Linguistic Typology: Syntax and Morphology.

Chicago: University of Chicago Press.
Conklin, J. and C. Eliasmith. . An attractor network model of path integration in the rat.
Journal of Computational Neuroscience, : –.

Connolly, A. C., J. Fodor, L. Gleitman, and H. Gleitman. . Why Stereotypes Don’t Even
Make Good Defaults, Cognition (); –.

Cooper, L. A. . Mental rotation of random two-dimensional shapes, Cognitive Psychology,
: –.

Cooper, R. . Montague’s Semantic Theory and Transformational Syntax. PhD thesis, Uni-
versity of Massachussetts, Amherst.

Cooper, R. . Austinian truth, attitudes and type theory, Research on Language and Com-
putation (): –.

Copestake, A. . The Representation of Lexical Semantic Information, CSRP , University
of Sussex.

Copestake, A. . Defaults in the LKB. In T. Briscoe and A. Copestake (eds), Default Inheri-
tance in the Lexicon, Cambridge: Cambridge University Press.

Copestake, A. and E. Briscoe. . Lexical operations in a unification-based framework. In
J. Pustejovsky and S. Bergler (eds), Lexical Semantics and Knowledge Representation, New
York: Springer Verlag.

Copestake, A. and T. Briscoe. . Semi-productive polysemy and sense extension, Journal of
Semantics, –.

Cormack, A. . VP anaphora: variables and scope, in F. Landman and F. Veltman (eds),
Varieties of Formal Sematnics, Dordrecht: Reidel, –.

Costello, F. J. and M. T. Keane. a. Efficient creativity: Constraint-guided conceptual com-
bination, Cognitive Science : –.

Costello, F. J. and M. T. Keane. b. Testing two theories of conceptual combination: Align-
ment versus diagnosticity in the comprehension and production of combined concepts,
Journal of Experimental Psychology: Learning, Memory, and Cognition : –.

Costello, F. J. and M. T. Keane. . Compositionality and the pragmatics of conceptual
combination, in E. Machery, M. Werning, and G. Schultz (eds), The Compositionality of
Meaning and Content, II: Applications to Linguistics, Psychology andNeuroscience. Frankfort:
Ontos, –.

Couturat, L. . Opuscules et Fragments Inédits de Leibniz, Paris: Alcan.



references 681

Covington, M. . Syntactic Theory in the High Middle Ages: Modistic Models of Sentence
Structure, Cambridge: Cambridge University Press

Crain, S. and P. Pietroski. . Nature, nurture, and universal grammar, Linguistics and Phi-
losophy : –.

Cree, G. S. and K. McRae. . Analyzing the factors underlying the structure and compu-
tation of the meaning of chipmunk, cherry, chisel, cheese, and cello and many other such
concrete nouns, Journal of Experimental Psychology: General, : –.

Cresswell, M. J. . Logics and Languages, London: Methuen.
Croft,W. .The structure of events and the structure of language. InM. Tomasello (ed.),The
New Psychology of Language: Cognitive and Functional Approaches to Language Structure,
Mahwah, NJ: Lawrence Erlbaum Associates, –.

Croft, W. . Explaining Language Change: An Evolutionary Approach, Harlow, UK:
Longman.

Croft, W. . Radical Construction Grammar: Syntactic theory in typological perspective,
Oxford: Oxford University Press.

Croft,W. andD.A. Cruse. .Cognitive Linguistics, Cambridge: CambridgeUniversity Press.
Crystal, D. .Cambridge Encyclopedia of the English Language, CambridgeUniversity Press.

Cambridge.
Culicover, P. and R. Jackendoff. . Simpler Syntax, Oxford: Oxford University Press.
Culicover, P. and R. Jackendoff. . The simpler syntax hypothesis, Trends in Cognitive
Sciences : –.

Currie, G. . Frege: An introduction to his philosophy, nr.  in Harvester studies in philoso-
phy, Brighton, Sussex: Harvester Press.

Davidson, D. . Theories of meaning and learnable languages, in Y. Bar-Hillel (ed.), Pro-
ceedings of the  Internatonal Congress for Logic, Methodology and Philosophy of Science
(Tel-Aviv), North Holland, –. Reprinted in Davidson , –.

Davidson, D. a. The logical form of action sentences. In N. Rescher (ed.), The Logic of
Decision and Action, University of Pittsburgh Press, –.

Davidson, D. b. Truth and meaning, Synthese : –. Reprinted in Davidson ,
–.

Davidson, D. . On saying That, Synthese , –. Reprinted in Davidson , –.
Davidson, D. . In defense of convention T, in H. Leblanc (ed.), Truth, Syntax andModality,

Amsterdam: North Holland, –. Reprinted in Davidson , –.
Davidson, D. . Inquiries into Truth and Interpretation. Oxford: Oxford University Press.
Davidson, D. . Adverbs of action. In B. Vermazen, and M. Hintikka (eds), Essays on
Davidson: Actions and Events, Oxford: Clarendon Press.

Davidson, D. . Inquiries into Truth and Interpretation, Oxford: Clarendon Press.
Davis, W. () Meaning, Expression, and Thought, Cambridge: Cambridge University Press.
Dawkins, R. . The Selfish Gene nd edn, Oxford: Oxford University Press.
de Beule, J. and B. K. Bergen. . On the emergence of compositionality, In A. Cangelosi,

A. D. M. Smith, and K. Smith (eds), The Evolution of Language: Proceedings of the th
International Conference, Singapore: World Scientific, –.

de Diego Balaguer, R., A. Costa, N. Sebastián-Galles, M. Juncadella, and A. Caramazza. .
Regular and irregular morphology and its relationship with agrammatism: evidence from
two Spanish–Catalan bilinguals, Brain and Language : –.



682 references

de Groote, P. . Towards abstract Categorial Grammars. In Association for Computa-
tional Linguistics, th Annual Meeting and th Conference of the European Chapter,
Toulouse, –.

de Roever, W.-P., F. de Beer, U. Hanneman, J. Hooman, Y. Lakhnech, M. Poel, and J. Zwiers.
. Concurrency verification. An introduction to compositional and non compositional
methods, nr.  in W.-P. de Roever, F. de Boer, U. Hanneman, J. Hooman, Y. Lakhnech,
M. Poel, and J. Zwiers (eds), Cambridge Tracts inTheoretical Computer Science, Cambridge:
Cambridge University Press.

de Roever, W.-P., Langmaack, H. and Pnueli, A. (eds). . Compositionality: the significant
difference, nr.  in ‘Lecture notes in computer science’, COMPOS ’, Bad Malente,
Germany, Berlin: Springer.

de Waal, F. B. M. . Primates and Philosophers: How Morality Evolved (with further con-
tributions by Robert Wright, Christine M. Korsgaard, Philip Kitcher, and Peter Singer; Edited
and introduced by Stephen Macedo and Josiah Ober), Princeton: Princeton University Press.

Deacon, T. . The Symbolic Species, London: Penguin.
Dediu, D. and D. R. Ladd. . Linguistic tone is related to the population frequency of the

adaptive haplogroups of two brain size genes, aspm and microcephalin, Proceedings of the
National Academy of Sciences, USA : –.

Den Dikken, M., R. K. Larson, and P. Ludlow. . Intensional ‘transitive’ verbs and concealed
complement clauses, Rivista di Linguistica : –.

Dennis, I., J. A. Hampton, and S. E. G. Lea. . New problem in concept formation, Nature
: –.

Dever, J. . Compositionality as methodology, Linguistics and Philosophy : –.
Dever, J. . Compositionality. In E. Lepore and B. Smith (eds), The Oxford Handbook of
Philosophy of Language, Oxford: Oxford University Press,

DiCarlo, J. J. and K. O. Johnson. . Spatial and temporal structure of receptive fields
in primate somatosensory area b: effects of stimulus scanning direction and orientation,
Journal of Neuroscience : –.

Diesmann, M., M.-O. Gewaltig, and A. Aertsen. . Stable propagation of synchronous
spiking in cortical neural networks, Nature : –.

Dijkstra, E. W. . EWD , Unpublished note, available at http://www.cs.utexas.edu/
EWD/, last acccessed  June .

Dölling, J. . Flexible Interpretationen durch Sortenverschiebung. In I. Zimmermann and
A. Strigen (eds), Fügungspotenzen, Berlin: Akademie Verlag.

Downing, P. . On the creation and use of English compound nouns, Language : –.
Dowty, D. . Word Meaning and Montague Grammar: The semantics of verbs and times in
Generative Semantics and in Montague’s PTQ. Dordrecht: Reidel.

Dowty,D. .Grammatical relations inMontagueGrammar, in P. Jacobson andG.K. Pullum
(eds), The Nature of Syntactic Representation, Dordrecht: D. Reidel, –.

Dowty, D. R. . The effects of aspectual class on the the temporal structure of discourse:
Semantics or pragmatics, Linguistics and Philosophy ().

Dowty, D. . Thematic proto-roles and argument selection, Language : –.
Dowty, D. . Compositionality as an empirical problem, in C. Barker and P. Jacobson (eds),
Direct Compositionality, nr.  in Oxford Studies in Theoretical Linguistics, Oxford: Oxford
University Press, –.

Dowty, D. R., R. E. Wall, and S. Peters. . Introduction to Montague Semantics, no.  in
Synthese Library. Dordrecht: Reidel.



references 683

Dray, W. . Laws and Explanation in History, Oxford: Oxford University Press.
Duhem, P. . The Aim and Structure of Physical Theory, Princeton: Princeton University

Press.  translation of La théorie physique, son objet et sa structure, by P. Wiener.
Dummett, M. . Frege. Philosophy of language, London: Duckworth. Second edition .
Dummett, M. a. Frege: Philosophy of Language, nd edn, Cambridge, MA: Harvard Uni-

versity Press.
Dummett, M. b. The Interpretation of Frege’s Philosophy, London: Duckworth.
Dunbar, R. .Grooming, Gossip and the Evolution of Language, London: Faber andFaber Ltd
Eckhorn, R., A. Bruns, M. Saam, A. Gail, A. Gabriel, and H. J. Brinksmeyer. . Flexible

cortical gamma-band correlations suggest neural principles of visual processing, Visual
Cognition –: –.

Eckhorn, R., T. Schanze, M. Brosch, W. Salem, and R. Bauer. . Stimulus-specific synchro-
nizations in cat visual cortex: Multiple microelectrode and correlation studies from several
cortical areas. In E. Basar and T. H. Bullock (eds), Induced Rhythms in the Brain, Berlin:
Birkhuser.

Eisenbeiss, S. . Merkmalsgesteuerter Grammatikerwerb: eine Untersuchung zum Erwerb
der Struktur und Flexion vonNominalphrasen [Feature-Driven Grammar Acquisition: An
Investigation on the Acquisition of NP Structure and Inflection]. Doctoral dissertation,
University of Duesseldorf. http://privatewww.essex.ac.uk/∼seisen/my%dissertation.htm.

Elbourne, P. . Situations and Individuals, Cambridge, MA: MIT Press.
Eliasmith, C. . Cognition with neurons: A large-scale, biologically realistic model of the

Wason task. In G. Bara, L. Barsalou, and M. Bucciarelli (eds), Proceedings of the th Annual
Meeting of the Cognitive Science Society, Stresa, Italy

Eliasmith, C. in press. How to Build a Brain: A neural architecture for biological cognition.
Oxford: Oxford University Press.

Eliasmith, C. and C. H. Anderson. . Neural engineering: Computation, representation and
dynamics in neurobiological systems, Cambridge, MA: MIT Press.

Eliasmith, C., M. B. Westover, and C. H. Anderson, . A general framework for neurobio-
logical modeling: An application to the vestibular system, Neurocomputing, : –.

Ellroy, J. . The Black Dahlia, New York: Vintage Books.
Elman, J. . Connectionist models of cognitive development: where next?, TRENDS in
Cognitive Science : –.

Elman, J., E. Bates,M. Johnson, A. Karmiloff-Smith,D. Parisi, andK. Plunkett. .Rethinking
Innateness: A Connectionist Perspective on Development, Cambridge, MA: MIT Press.

Embick, D. and A. Marantz. . Cognitive neuroscience and the English past tense: com-
ments on the paper by Ullman et al., Brain and Language : –.

Engel, A. K. and W. Singer. . Temporal binding and the neural correlates of sensory
awareness, Trends in Cognitive Sciences : –.

Engel, A. K., P. König, A. K. Kreiter, T. B. Schillen, and W. Singer, . Temporal coding in
the visual cortex: new vistas on integration in the nervous system, Trends in Neurosciences
: –.

Engel, A. K., P. Fries, and W. Singer. . Dynamic predictions: Oscillations and synchrony
in top-down processing, Nature reviews: Neuroscience : –.

Estes, W. K. . Classification and Cognition, Oxford: Oxford University Press.
Estes, Z. and S. Glucksberg. . Interactive property attribution in concept combination,
Memory and Cognition : –.

Evans, F. . Binding into anaphoric verb phrases, in J. Powers and K. de Jong (eds), Proceed-
ings of ESCOl , Columbus: Ohio State University, –.



684 references

Evans, G. : Varieties of Reference, Oxford: Oxford University Press.
Evans, G. . Does tense logic rest on a mistake? In Collected Papers, Oxford: Clarendon

Press, –.
Evans, J. St. B. T. . The Psychology of Deductive Reasoning, London: Routledge Kegan

and Paul.
Evans, J. St. B. T. and D. E. Over. . Rationality and Reasoning, Hove: Psychology Press.
Evans, J. St., J. H. Simon, and D. E. Over. . Conditionals and conditional probability,
Journal of Experimental Psychology: Learning. Memory, and Cognition /: –.

Falkenhainer, B., K.D. Forbus, andD.Gentner, .The structuremapping engine: Algorithm
and examples. Artificial Intelligence : –.

Fanselow, G. . Instead of preface: some reflections on parameters. In G. Fanselow (ed.),
The Parametrization of Universal Grammar, Amsterdam: Benjamins, vii–xvii.

Fanselow, G. and S.W. Felix. . Sprachtheorie: Eine Einführung in die Generative Grammatik.
Bd. I. [Linguistic Theory: An Introduction into Generative Grammar, Volume I], Tübingen:
Francke.

Feferman, S. . A language and axioms for explicit mathematics. In J. N. Crossley (ed.),
Algebra and Logic, LNM . Berlin: Springer.

Felleman, D. J. and D. C. van Essen. . Distributed hierarchical processing in the primate
cerebral cortex, Cerebral Cortex : –.

Fernando, T. . Conservative generalized quantiers and presupposition. In Proceedings of
Semantics and Linguistic Theory XI, Ithaca: Cornell University, –.

Fernando, T. . Compositionality inductively, co-inductively and contextually, in M.Wern-
ing et al. (eds),TheCompositionality of Meaning and Content, Volume : Foundational Issues.
Frankfurt: Ontos Verlag. –.

Fernando, T. and D. Westerståhl. . ESSLLI  lecture notes at www.helsinki.fi/ ess-
lli/courses/CaC.html.

Ferreira, F. and N. Patson. . The good enough approach to language comprehension,
Language and Linguistics Compass : –.

Ferreira, F., V. Ferraro, and K. Bailey. . Good-enough representations in language com-
prehension, Current Directions in Psychological Science : –.

Ferretti, T., M. Kutas, and K. McRae. . Verb aspect and the activation of event knowledge,
Journal of Experimental Psychology: Learning, Memory and Cognition : –.

Fiengo, R. and R. May. . Indices and Identity, Cambridge, MA: MIT Press.
Fillmore, C. J., P. Kay, and M. K. O’Connor. . Regularity and idiomaticity in grammatical

constructions: the case of let alone, Language and Cognitive Processes : –.
Fine, K. . Semantic Relationism, Oxford: Blackwell.
Finin, T. . The semantic interpretation of nominal compounds, in Proceedings of the First
Annual National Conference on Artificial Intelligence, Stanford, CA.

Finke, R. A. . The Principles of Mental Imagery, Cambridge, MA: MIT Press.
Fischer, B. . A model of the computations leading to a representation of auditory space in

the midbrain of the barn owl. PhD thesis. Washington University in St. Louis.
FitzHugh, R. . Impulses and physiolological states in theoretical models of nerve mem-

brane, Biophysical Journal , –.
Fodor, J. . Three reasons for not deriving ‘kill’ from ‘cause to die’, Linguistic Inquiry

: –.
Fodor, J. . The Language of Thought. New York: Crowell.



references 685

Fodor, J. a. The current status of the innateness controversy. In Representations: Philosoph-
ical essays on the foundations of cognitive science, Cambridge, MA: MIT Press.

Fodor, J. b. The present status of the innateness controversy. In Representations: Philosoph-
ical essays on the foundations of cognitive science, Cambridge, MA: MIT Press.

Fodor, J. : TheModularity of Mind, Cambridge, MA: MIT Press.
Fodor, J. . Observation reconsidered, Philosophy of Science : –.
Fodor, J. : Psychosemantics, Cambridge, MA: MIT Press.
Fodor, J. . ATheory of Content and Other Essays, Cambridge, MA: MIT Press.
Fodor, J. . ATheory of Content and Other Essays, Cambridge, MA: MIT Press.
Fodor, J. a. Concepts: Where Cognitive Science Went Wrong. New York: Oxford Univer-

sity Press.
Fodor, J. b There are no recognitional concepts—not even RED, Part : The plot thickens.

In In Critical Condition, Cambridge, MA: MIT Press, –.
Fodor, J. . All at sea in semantic space, Journal of Philosophy /. Reprinted in J. Fodor

and E. Lepore,TheCompositionality Papers, Oxford: Oxford University Press, – (page
numbers refer to reprint).

Fodor, J. . The Mind Doesn’t Work that Way: The Scope and Limits of Computational
Psychology, Cambridge, MA: MIT Press.

Fodor, J. . Hume Variations, Oxford: Oxford University Press.
Fodor, J. . LOT. The Language of Thought Revisited. Oxford: Oxford University Press.
Fodor, J. and E. Lepore. . Why meaning probably isn’t conceptual role,Mind and Language

: –.
Fodor, J. and E. Lepore. . Holism: A Shopper’s Guide. Oxford: Blackwell.
Fodor, J. and E. Lepore. . The pet fish and the red herring: Why concepts still can’t be

prototypes, Cognition  (): –.
Fodor, J. and E. Lepore. . The emptiness of the lexicon: Reflections on James Pustejovsky’s
The Generative Lexicon, Linguistic Inquiry : –. Reprinted in J. Fodor and E. Lepore,
The Compositionality Papers, Oxford: Oxford University Press, (–).

Fodor, J. and E. Lepore. . Impossible words? Linguistic Inquiry : –.
Fodor, J. and E. Lepore. . The Compositionality Papers. Oxford: Oxford University Press.
Fodor, J. andE. Lepore. .Morphemesmatter; the continuing case against lexical decompo-

sition Or: Please don’t play that again, Sam. Rutgers Centre for Cognitive Science Technical
Report, MS Rutgers University.

Fodor, J. and B. McLaughlin. . Connectionism and the problem of systematicity: Why
Smolensky’s solution doesn’t work, Cognition : –.

Fodor, J. and Z. Pylyshyn. . Connectionism and cognitive architecture: A critical analysis,
Cognition : –.

Fodor, J., M. F. Garrett, E. C. T. Walker, and C. H.Parkes. . Against definitions, Cognition
, –.

Folli, R., H. Harley, and S. Karimi. . Determinants of event structure in Persian complex
predicates, Lingua (): –

Forbes, G. . Objectual attitudes, Linguistics and Philosophy : –.
Forbes, G. . Attitude Problems. An Essay on Linguistic Intensionality, Oxford: Oxford

University Press.
Frazier, L. . Sentence processing: A tutorial review. In M. Coltheart (ed.), Attention and
Performance, Volume XII, Hillsdale, NJ: Lawrence Erlbaum Associates, –.

Freeze, R. . Existentials and other locatives, Language (): –.



686 references

Frege, G. . Begriffsschrift, eine der arithmetischen nachgebildeten Formelsprache des reinen
Denkens, Halle: Nebert. Reprinted in Angelelli , –.

Frege, G. .Die Grundlagen der Arithmetik. Eine logisch-mathematische Untersuchung über
den Begriff der Zahl, Breslau: W. Koebner. Reprint published by Georg Olms, Hildesheim,
; translation by J. L. Austin (with original text): The Foundations of Arithmetic. A logico-
mathematical enquiry into the concept of number, Oxford Basil Blackwell, .

Frege, G. . Function und Begriff. Jena. Translated by P. Geach as: ‘Function and Concept’. In
P. Geach and M. Black (eds), Translations from the Philosophical Writings of Gottlob Frege.
Oxford: Blackwell, , –.

Frege, G. . Über Sinn und Bedeutung, Zeitschrift für Philosophie und Philosophische Kritik
: –. Reprinted in Angelelli (), pp. –. Translated by Geach and Black as ‘On
sense and reference’ in Geach and Black , –.

Frege, G. . Logic in mathematics. In H. Hermes, F. Kambartel, and F. Kaulbach (eds),
Gottlob Frege: Posthumous Writings, Chicago: University of Chicago Press, –. Trans P.
Long and R. White.

Frege, G. . Logische Untersuchungen. Dritter Teil: Gedankengefüge, in ‘Beiträge zur
Philosophie des Deutschen Idealismus’, Vol. III, pp. –. Reprinted in Angelelli (),
–. Translated as ‘Compound thoughts’ in Geach and Stoothoff , – and Mind
, –.

Frege, G. . Compound thoughts. In P. Geach and R. H. Stoothoff (eds and trans), Logical
investigations. Gottlob Frege, Oxford: Basil Blackwell, –. Original work published .

Frege, G. . Brief an Jourdain. In G. Gabriel, F. Kambartel, and C. Thiel (eds), Gottlob
Freges BriefwechselmitD.Hilbert, E.Husserl, B. Russell, sowie ausgewählte Einzelbriefe Freges,
Hamburg: Felix Meiner Verlag, –; also in G. Gabriel et al. (eds), Philosophical and
Mathematical Correspondence, Chicago: Chicago University Press, : – (Original
work published .)

Friederici, A. . Towards a neural basis of auditory sentence processing,Trends in Cognitive
Sciences : –.

Fries, P. . A mechanism for cognitive dynamics: neuronal communication through neu-
ronal coherence, Trends in Cognitive Sciences : –.

Fries, P., J. Reynolds, A. Rorie, and R. Desimone. . Modulation of oscillatory neuronal
synchronization by selective visual attention, Science : –.

Fries, P., P. R. Roelfsema, A. K. Engel, P. König, and W. Singer. . Synchronization of oscilla-
tory responses in visual cortex correlates with perception in interocular rivalry, Proceedings
of the National Academy of Sciences USA : –.

Gabriel, G., H. Hermes, F. Kambartel, C. Thiel, and A. Veraart (eds). . Gottlob Frege.
Wissenschaftlicher Briefwechsel, Hamburg: Felix Meiner.

Gabriel, G., H. Hermes, F. Kambartel, C. Thiel, and A. Veraart (eds). .Gottlob Frege. Philo-
sophical andmathematical correspondence, Oxford: Basil Blackwell. Abridged by McGuiness
and translated by H. Kaal.

Gagné, C. L. and E. J. Shoben. . Influence of thematic relations on the comprehension of
modifier–noun combinations, Journal of Experimental Psychology: Learning, Memory, and
Cognition : –.

Gagné, C. L. and Spalding. . Effect of relation availability on the interpretation and access
of familiar noun-noun compounds, Brain and Language  (�–).

Galantucci, B. . An experimental study of the emergence of human communication sys-
tems, Cognitive Science : –.



references 687

Gallistel, C. . The Organization of Learning, Cambridge, MA: MIT Press.
Gallistel, C. and J. Gibbon. .The Symbolic Foundations of Conditioned Behavior, Mahwah,

NJ: Lawrence Erlbaum.
Gamerschlag, T. . Komposition und Argumentstruktur komplexer Verben. Berlin:

Akademie Verlag.
García-Carpintero, M. and J. Macia (eds). . Two-dimensional Semantics: Foundations and
Applications, Oxford: Oxford University Press.

García-Carpintero, M. and M. Kölbel (eds). . Relative Truth. Oxford: Oxford Univer-
sity Press.

Gardner, H. . The Mind’s New Science. A History of the Cognitive Revolution, New York:
Basic Books.

Garey, M. R. and D. S. Johnson. . Computers and Intractability. A Guide to the Theory of
NP-Completeness, New York: W. H. Freeman and Company.

Garfinkel, A. . Forms of Explanation, New Haven, CT: Yale University Press.
Garrod, S., N. Fay, J. Lee, J. Oberlander, and T. MacLeod. . Foundations of representation:

Where might graphical symbol systems come from? Cognitive Science : –.
Gayler, R. . Vector symbolic architectures answer Jackendoff ’s challenges for cognitive

neuroscience, ICCS/ASCS International Conference on Cognitive Science, Sydney, Australia:
University of New South Wales, –.

Gazdar, G. . Pragmatics. New York: Academic Press.
Gazdar, G., E. Klein, G. Pullum, and I. Sag. . Generalized Phrase Structure Grammar,

Oxford: Basil Blackwell.
Geach, P. . A program for syntax. In D. Davidson and G. Harman (eds), Semantics for
Natural Language, no.  in Synthese Library. Dordrecht: Reidel.

Geach, P. T. . Reference and Generality. Ithaca, NY: Cornell University Press.
Geach, P. T. and M. Black (eds). . Translations from the Philosphical Writings of Gottlob
Frege, Oxford: Basil Blackwell.

Geach, P. T. and R. Stoothoff (eds). . Logical Investigations. Gottlob Frege, Oxford: Basil
Blackwell.

Gentner, D. . Structure-mapping: A theoretical framework for analogy, Cognitive Science
: –.

Gentner, D. . The mechanisms of analogical learing. In S. Vosniadou and A. Ortony (eds),
Similarity, Analogy, and Thought, Cambridge: Cambridge University Press, –.

Gerrig, R. J. . The time-course of sense creation, Memory and Cognition : –.
Gerrig, R. J. and G. L. Murphy. . Contextual influences on the comprehension of complex

concepts, Language and Cognitive Processes : –.
Gerrig, R. J. and H. Bortfeld. . Sense creation in and out of discourse contexts, Journal of
Memory and Language, : –.

Giannakidou, A. and M. Stavrou. : Nominalization and ellipsis in the Greek DP, The
Linguistic Review : –.

Gibbs, R. W. . The poetics of mind: Figurative thought, language, and understanding. New
York: Cambridge University Press.

Gibson, E. . Linguistic complexity: Locality of syntactic dependencies, Cognition : –.
Gigerenzer, G. and D. G. Goldstein. . Reasoning the fast and frugal way: Models of

bounded rationality, Psychological Review : –.
Gigerenzer, G., P. M. Todd, and the ABC Research Group. . Simple Heuristics that Make
us Smart. New York: Oxford University Press.



688 references
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