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Preface

PLM is a European network of centers devoted to the philosophy of language and mind. It was founded
in 2010 and organizes international conferences, workshop and master classes taught by leading experts
in the field. PLM includes the following centers, departments and institutes (with representatives in
brackets) and is open for further membership applications from leading European institutions with a
focus on the philosophy of language and mind:

• Arché, St. Andrews (Derek Ball)

• Department of Philosophy, CEU, Budapest (Ferenc Huoranszki)

• CLLAM, Department of Philosophy, Stockholm University (Peter Pagin)

• ILCLI, University of the Basque Country, San Sebastian (Kepa Korta)

• ILLC, University of Amsterdam (Paul Dekker)

• Institut Jean Nicod, Paris (François Recanati)

• Institute of Philosophy, London (Corine Besson)

• LanCog, University of Lisbon (Pedros Santos)

• LOGOS, University of Barcelona (Michele Palmira)

• Department of Philosophy II, Ruhr University Bochum (Markus Werning, speaker)

The main purpose of PLM is to further the philosophy of language and mind in Europe and to
provide a platform for cooperation between members in research and in research training and to enhance
joint applications to funding activities and organizations. PLM organizes a major language and mind
conference every two years, with invited and contributed talks. Selected papers of the PLM conferences are
published in renowned international journals. Previously, special issues from PLM conferences appeared
in the journals Synthese and Review of Philosophy and Psychology.

The Fourth Philosophy of Language and Mind Conference (PLM4) will take place at Ruhr University
Bochum from 21 to 23 September 2017. The venue on September 21 is the GA-building, Ruhr University
Bochum, Universitätstraße 150, Bochum, Germany. The venue on September 22 and 23 is the Center of
Internet Security (ZITS), Lise-Meitner Allee 4, Bochum.

PLM4 will bring together internationally renowned philosophers of language and mind as well as
young researchers in these fields with a focus on Europe. We received 171 submissions. Submissions were
reviewed in a two stage process by the members of the program committee. In addition to 8 plenary talks,
56 full talks, 22 spotlight talks and 26 poster presentations have finally been included in the program.

We are grateful for a generous grant from the German National Science Foundation DFG in support
of PLM4.

Bochum, September 2017 Markus Werning
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v



How to Represent the Characters of Indexicals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Alexandru Radulescu

How to talk about subjective experience? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Thomas Raleigh

Attitude verbs as reference-shifting operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Dolf Rami

Kripke, Functionalism, and the Formal Indeterminacy of the Physical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
Antonio Ramos Dı́az

Chalmers on Indexicals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Stefan Rinner

Naive Russellians and the Goldbach Puzzle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Stefan Rinner

Literal meaning, idiolects, and language learning – the impossible equation . . . . . . . . . . . . . . . . . . . . . . . . . 165
Sami Rissanen

Hume’s maxim with impossible worlds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Pierre Saint-Germier

Unpleasant pain = ∆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Abraham Sapien

A problem with armchair arguments against explaining consciousness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Astrid Schomäcker
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Helpful information 

 
Mobile phone numbers of 

Christiane Dahl: +49 1575-6276389 

Marius Markmann: +49 174 1663285 

Nils Bremhorst: +49 1578 9009411 
 

Police: 110 

Fire emergency call: 112 
 

Taxi companies 

Taxi individuell: +49 234-61065900 or -901 
Taxi Bednarz: 49+ 234-490024 or 26 

Taxi soenmez & Toku: +49 234-7940824 

 
Public transport 

National Rail Company (Deutsche Bahn) 

https://www.bahn.com/en/view/index.shtml 
 

Regional public transport (also for Bochum) 

https://www.vrr.de/en/fares-and-tickets/ 
info@vrr.de 
 

Bochum public transport 

http://www.bogestra.de/tickets-tarife.html 

http://www.keine-ist-wie-mutti.de/ 

(Not available in English) 
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The folk concept of pain is paradoxical: defending a polyeidic approach 
 
Philosophers have commonly assumed that the ordinary view of pain sees it as a paradigm mental 
state: pains are held to be experiential states, exhibiting classic Cartesian characteristics (privileged 
first-person access, privacy, and incorrigibility). However the view of pain as a paradigm mental state 
is challenged by people’s willingness to assign pains (non-brain-based) bodily locations: unlike most 
other mental states, pains are held to exist in arms, feet, etc. This recognition has led some as some 
(e.g. Hill 2005, Aydede 2005) to talk of the ‘paradox of pain’, whereby the folk notion of pain is 
inherently conflicted. Recently, Justin Sytsma and co-authors have argued against the paradox of pain 
view. Using the methods of experimental philosophy they argue that, contra the common 
philosophical assumption, the folk view of pain is of a bodily not a mental state (i.e. according to 
ordinary folk, pains exist in the world and not in the mind). This paper argues against Sytsma et al and 
in favour of the paradox: first, we re-examine the evidence Sytsma et al provide for their claims and 
raise some putative worries. Second, we note that even if folk do sometimes utilize a bodily notion of 
pain this is just what one would expect if, as the paradox view contends, the folk notion of pain is 
conflicted. Furthermore, we suggest that Sytsma et al’s non-paradoxical, bodily view is unable to 
accommodate certain experimental findings concerning folk thinking about pain. Finally we conclude 
by outlining a direction for future research in developing an alternative, positive account – what we 
term the ‘polyeidic approach’ to the concept of pain – whereby ‘pain’ is viewed as expressing a 
complex concept, one which encompasses various divergent and potentially conflicting strands, and 
we suggest that certain surface phenomena surrounding pain and its communication could be usefully 
viewed through the lens of the polyeidic approach. 
 

Borg & Salomons
The folk concept of pain is paradoxical: defending a polyeidic approach 1-0-0
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Are racial biases in perception truly automatic, and why does this matter? 
 
The fact that people tend to perceive the same face as brighter or darker depending on its morphology 
is one of the most discussed cases of 'automatic categorical bias' in psychology and philosophy. While 
the manifestation of this effect has led to various interpretations, either as a canonical case of 
cognitive penetration or a mere bottom-up effect, everyone accepts that this process is fully 
involuntary and unconscious. Here, I will challenge that this diagnosis follows from the available 
evidence, and present new arguments to qualify the assumed automaticity of the effect. This has 
implications not only for the way we assign responsibility to people who act on biased percepts, but 
also to better understand the nature of perceptual biases. 
 

Deroy
Are racial biases in perception truly automatic, and why does this matter? 15-0-0
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Concept Utility 
 
We often find ourselves revising our understanding of some concept, as witnessed recently in 
the case of the astronomical concept “planet”. Such revisions are typically accompanied by 
the intuition that we have come to a better understanding of the concept we were working 
with. Standard theories of concepts, however, make this phenomenon difficult to account for. 
This paper considers a new way of thinking about concepts, derived from the literature on 
epistemic utility, allowing us to explain how such conceptual revision can come about. What 
makes our beliefs useful is not just their plausibility, but also their informativeness – how 
much they tell us about the world. Given that concepts play an integral role in the formation 
of beliefs, some conceptual schemes will be more likely to yield plausible and informative 
beliefs than others. We consider two analogous properties for categories: how inclusive a 
category is, and how homogeneous it is. Both measures vary in inverse direction from one 
another, hence their product gives us a notion of concept utility, allowing us to show that 
some taxonomies are measurably better than others. We explore as a case study the recent 
revision of the concept “planet” by the International Astronomical Union, and discuss the 
aspects in which an approach of concepts based on epistemic utility relates to natural kind 
externalist theories of conceptual meaning. 
 

Egré & O’Madagain
Concept Utility 10-0-0
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Language and embodiment – an evolutionary perspective 
 
Within the paradigm of Situated Cognition, the claim that cognition is embodied has gained some 
prominence. My concern will be with (so-called) embodied approaches to language comprehension. 
In the first part of the talk, I will sketch the basic idea and examine some of the evidence that has been 
brought forth in favor of the claim that language comprehension is embodied. In the second part of the 
talk, some problems will be addressed; I will claim that one of the major problems embodied 
approaches face is that they greatly underestimate the cognitive functions language fulfills; as a result, 
they employ an impoverished notion of language comprehension. In the third part of the talk, I will 
adopt an evolutionary perspective; thereby, two of the main cognitive benefits of language will come 
into view. The reminder of the talk will be devoted to arguing for the cognitive indispensability of 
non-embodied representations and a more refined notion of language comprehension. 
 

Kompa
Language and embodiment – an evolutionary perspective 9-0-0
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Perspectival Content and Expressing an Attitude vs Asserting that One Has It 
 
For Ayer’s emotivism to work, he needs to distinguish between expressing an attitude and asserting 
that one has it. I shall defend Ayer’s distinction. However, an analogous distinction seems to get the 
relativist into trouble: there seems to be a clear difference between expressing one’s preference for 
Vanilla over chocolate by saying “Vanilla is better than chocolate.”, and asserting that one has that 
attitude, by saying, for example, “I prefer Vanilla to chocolate”. However, which perspectival content 
should the relativist assign to utterances of these two sentences, and to the mental states thereby 
expressed? De se-type considerations suggest that the content of the latter must also be perspectival. 
But how does it differ from the other? I shall attempt to solve this puzzle. 
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Seeing Things You Don’t See 
 
This talk is about the importance of mental imagery in general and of multimodal mental imagery in 
particular in our everyday perception. I bring together empirical findings about multimodal perception 
and empirical findings about (visual, auditory, tactile) mental imagery I order to argue that 
multimodal mental imagery, understood as perceptual processing in one sense modality that is 
triggered by sensory stimulation in another sense modality is a crucial element of almost all instances 
of everyday perception, which has wider implications to philosophy of perception and beyond, to 
epistemological questions about whether we can trust our senses. Focusing on multimodal mental 
imagery can help us to understand a number of puzzling perceptual phenomena, like sensory 
substitution and synaesthesia. Further, manipulating mental imagery has recently become an 
important clinical procedure in various branches of psychiatry as well as in counteracting implicit bias 
– using multimodal mental imagery rather than voluntarily and consciously conjured up mental 
imagery can lead to real progress in these experimental paradigms. 
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Cognition and Perception: Does higher-order background information influence our perceptual 
experience? 

To what extent is our perceptual experience influenced by higher cognitive phenomena like beliefs, 
desires, concepts, templates? Given recent arguments against the possibility of cognitive penetration, I 
present strong evidence against the impenetrability claims. The weak impenetrability claim cannot 
account for (1) extensive structural feedback organization of the brain, (2) temporally very early 
feedback loops and (3) functional top-down processes modulating early visual processes by category-
specific information. The strong impenetrability claim could incorporate these data by widening the 
‘‘perceptual module” such that it includes rich but still internal processing in a very large perceptual 
module. I argue that this latter view leads to an implausible version of a module. Therefore, we have 
to accept cognitive penetration of our perceptual experience as the best theoretical account so far 
given the available empirical evidence. Finally, consequences for the relation between perception and 
cognition are discussed.  
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The Interaction of Bayesian Pragmatics and Lexical Semantics in Sentence Meaning 
Composition 

 
We contrast two views of how contextual influence on sentence meaning composition can be 
explained. The Semantic Similarity View maintains that discourse context affects the semantic 
composition of a sentence only by means of the semantic similarities between the words in the 
discourse context and in the sentence. Pragmatic factors of the discourse context do not effect sentence 
meaning composition. This view is thus consistent with a rigorous interpretation of the principle of 
compositionality as favored by semantic minimalists and according to which the truth-evaluable 
semantic content of a sentence is fully determined by its syntactic structure and lexical content where 
only a small number of lexical items (e.g., indexicals and anaphors) allow for a context-sensitive 
meaning contribution (Borg, 2004, 2012). The Free Pragmatic View, in contrast, challenges a rigorous 
notion of compositionality and maintains that pragmatic aspects of the discourse context can affect 
sentence meaning composition directly: Pragmatic discourse information can modulate meanings at 
every node in the semantic composition tree (Recanati, 2010, 2012). This phenomenon can be 
quantitatively modelled by Bayesian Pragmatics (Frank & Goodman, 2012). We introduce a Predictive 
Completion Task in which the hearer at every moment in a communicative situation has to generate a 
probabilistic prediction about how a discourse being uttered by the speaker is continued (Cosentino, 
Baggio, Kontinen, & Werning, 2017; Werning & Cosentino, 2017). We test the predictions of the two 
views in EEG using the well-established observation that the conditional probability of a word given a 
context is negatively correlated with the amplitude of its N400 component (Kuperberg & Jaeger, 
2016). The results speak strongly in favor of the Free Pragmatic View and against the Semantic 
Similarity View. 
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Contributed Papers



Millikan’s Teleological Theory of Content, Indeterminacy Problem and Temporal Externalism 
 

According to Millikan’s theory, the content of a mental representation is the certain condition under which 
a consumer system had been selected. But the view is subject to a problem i.e. Indeterminacy problem; It 
is supposed that the system is selected for its unique biological function, but in some cases a trait is selected, 
not for one certain function but, for two (or more) different functions which all have taken part in selecting 
the consumer system. For example, it is because of (1) the ability of detecting black small objects, that frogs 
have (2) the ability of hunting foods. If the former was the very function that the digestive system selected 
for then the content of frogs’ brain states would be flies and so ingesting little bullets should be counted as 
misrepresentation. But taking the latter one as main function would make all small moving objects as a part 
of the content and so hunting small bullets would not be misrepresentation. So contents described by 
teleosematics theory are indeterminate. 

I suggest that by defending a version of semantic externalism called “Temporal Externalism” the 
indeterminacy problem can be rationally explained. Semantic externalism is the idea that mental contents 
do not supervene on mental intrinsic properties and some extrinsic properties related mental contents to 
social or environmental factors also take part in determining contents. Recently Henry Jackman (1999) and 
Tom Stoneham (2003) defended the idea of “Temporal Externalism” according to which not only social 
and environmental factors but also accidental future events contribute to fixing contents. Although 
Millikan’s account is in accord with the general idea of semantic externalism, understanding participation 
of future events in determining contents is not as clear as participation of past events. Past events have made 
the conditions under which a system is selected, but it is not obvious how the future events can be involved 
in determination of contents. Thus I try to shed the light on the role of future events. 

The paper consists of two arguments. Firstly I argue that regarding Millikan’s account, future accidental 
events play role in fixing contents. Secondly I argue that if it is so then indeterminacy problem can be 
solved. 

The First argument consists of two parts. The part one is dedicated to argue that there may be some samples 
which have not been involved in selecting a consumer system but intuitively we count them as a part of the 
content. For example, imagine a species of insects which has not been in frog’s evolutionary environment 
so far and recently immigrates to frog’s environment. If they are eatable by frogs then just because of not 
participating in selecting frog’s digestive system, hunting them by frogs will be not counted as 
misrepresentation. Nevertheless, this case is not a problem for the theory since the issue can be explained 
by appealing to Millikan’s difference between derived functions and relational functions. This difference 
originally has been coined for describing how a new mental representation that have not had any role in 
evolutionary history. According to Millikan, these cases also have biological functions and although they 
are not selected during evolutionary process, they are derived from other mechanism whose biological 
functions are producing other mechanisms having derived functions. For example, the mechanism for 
recognizing President Obama is not the very mechanism which is selected in an evolutionary process. 

This mechanism has a function which is derived from the mechanism of recognizing faces. The mechanism 
of learning is also a relational function but the mechanism of learning how to find new foods is a derived 
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function. So every condition (including the migrant insects) which in principle increases fitness of the trait 
should be counted as a part of its content. 

In part two, I try to show that the argument of part one is not enough for explaining indeterminacy problem, 
since it might be possible that something which is not actually frog’s food, (not to mention selections) will 
be the frog’s food in future because of accidental events. For clarifying this case, imagine a situation in 
which insects of another species that frogs cannot distinguish them from ordinary flies, immigrate to frogs’ 
environment. The new migrant insects are not the best frog’s food and so ingesting them produces negative 
effects on their surviving or proliferation. In this case, there will be two possibilities: If the insects have 
low population then ingesting them will be counted as misrepresentation, but if the population is not low 
then new insects will become the frog’s main food source. In latter situation it is hard to take hunting the 
insects as misrepresentation. 

The described scenario is similar to the Jackman’s scenarios which encouraged him to introduce the concept 
of Temporal Externalism. According to him, not only the environmental and social factors but also future 
accidental events are constitutive of mental contents. By adding the idea of temporal externalism to 
Millikan’s teleosemantics theory, we can say: not only the past conditions which have caused a consumer 
system naturally selected but also the future conditions which will help the system to survive are also 
constitutive of contents. 

The second argument is devoted to show how this reading of externalism, can be used for explaining 
indeterminacy problem. If the system has been selected for more than one function then the sufficient 
condition for determining content will be made by future events. For clarification, imagine a possible 
condition which has not taken part in selecting a consumer systems so far, but in future it will play role for 
retaining the system. So, in addition to flies, which had been actually involved in selection, every other 
future condition under which the successfulness of former function(s), e.g. detecting small black objects, 
conduces to the successfulness of the latter function(s), e.g. hunting foods, will be a part of content. If it is 
so then many (but not all) of small black insects in future under certain accidental circumstances have the 
ability of being a part of the content. And other future conditions under which successfulness of the former 
function does not conduce to successfulness of the latter one is a sort of misrepresentation. So hunting the 
same insect under different future circumstance may be counted as misrepresentations. 
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A combination problem for Self-Representationalism? 

In the context of the reductive theories of consciousness, self-representational (or neo-Brentanian) approaches 
have recently become greatly developed and popular. Self-representationalism (SR) is a one-level theory that 
promises to account for the subjective character of experience (the for-me-ness) in representational terms 
without encountering the problems of higher-order theories (HOT). According to SR, a mental state exhibits 
for-me-ness (and hence, is conscious) if and only if it represents itself in the right way. Kriegel is one of the 
most prominent defenders of SR. He spent a lot of energies attempting to show the phenomenological 
suitability of SR (Kriegel 2003, 2009a, 2009b) and its ability to naturalize phenomenal character (Kriegel 
2005, 2006, 2009b, 2011). In this paper, I will focus mainly on Kriegel’s model (for other versions of SR see 
Thomasson 2000; Hossack 2002; Kriegel&Williford 2006). As a metaphysical framework, SR can be defined, 
at least, as the conjunction of the following three claims:  

i. Subjectivism about phenomenal character: at least part of the mystery of phenomenal consciousness 
relies on for-me-ness (subjective character). 

ii. (Self-)Representationalism about for-me-ness: we can account for the subjective character in terms of 
suitable (self-)representation. [the definitional claim]. 

iii. Priority of state consciousness: our ordinary experience (creature consciousness) conceptually 
depends on being in conscious mental states (state consciousness).  

My aim is to argue that SR, alone, is not able to account for the phenomenology of conscious experience 
(especially the for-me-ness of experience), and that this result can be achieved without rejecting any of the 
claims mentioned above. Indeed, in the last years, the critics of SR have tried to deny at least one of these 
claims. Some have rejected (i): this is the attitude of those, like strong representationalists (Drestke 1995, Tye 
2000), who does not acknowledge the for-me-ness¸ a minimal form of self-awareness, as a fundamental feature 
of phenomenal consciousness. However, most of them have rejected (ii). This can be achieved in two ways: 
(a) claiming that any “self-representation” leads to infinitive regress (Zahavi 1999), or (b) claiming that the 
self-awareness at stake in the subjective character of experience is essentially a non-reflexive relation, a form 
of non-object-consciousness (Levine 2006, 2010; Zahavi 2004). More precisely, Levine (2006) develops what 
Kriegel (2011) calls the “just more representation” objection, according to which representations endowed 
with subjective character are of a categorically different kind from other representation.  

Although objections to (ii) constitute a hard problem for the naturalizing strategy of SR, a self-
representationalist might resist embracing a weakened form of SR, or denying that the gap between self-
awareness and “self-representation” should be epistemically transparent (see Kriegel 2011). In this way, the 
objections to (ii) weaken the naturalizing strategy of SR, not SR in and of itself. However, we can question SR 
without rejecting any of the substantial claims but only based on the phenomenology that the model gives us 
back. I will argue that, if we start looking at SR with a bottom-up analysis (from mental states to phenomenal 
consciousness via “self-representation”), instead of a classical top-down analysis (from phenomenal 
consciousness to mental state representation via self-awareness), the model leads to a sort of combination 
problem (or, if you prefer, a sort of binding problem). This will lead us to a crossroads: or (1) we reject one of 
the three substantial claims to accommodate SR with phenomenology of our ordinary experience, or (2) we 
leave SR untouched, accepting its phenomenological consequences. In both case SR comes with important 
cost. 

Now I will briefly describe my strategy. Firstly, I will extend the SR definition with two uncontroversial 
(especially for a reductive philosopher) sub-claims: (iv) Mind can have distinct mental states at the same time 
t (some of them conscious and other non-conscious); (v) Mental states (at least non-conscious mental states) 
can exist relatively unconnected to each other. Secondly, I will argue that, according to SR, and its definition 
of for-me-ness, it is possible to conceive a situation S in which, given two non-conscious mental states at time 
t, they become conscious representing themselves in me, without being for me. In this scenario, we shall have 
two experiences in me with two different perspectives: so, a mental state seems for itself (for-itself-ness), not 
for me (for-me-ness). From a phenomenological perspective, it sounds strange; it appears to us that the 
experience comes phenomenally unified (Bayne 2010; Bayne & Chalmers 2003), a fact which is revealed in 
the experience as much as the for-me-ness. But why, given SR, should we find for-me-ness rather than for-
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itself-ness? SR tells us nothing of the fact that distinct mental states could represent themselves at the same 
time. I will call this issue the combination problem for SR. 
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Perceptual Experiences: Content, Situation, Mode 
 

I see that this flower there is red. What is the representational content of my perceptual experience? 
In this talk, I want to motivate an original answer to this question. This will draw on the analyses 
due to Searle (1983, Intentionality) and Recanati (2007, Perspectival Thought).  

 Searle holds the following. My experience has two components: a mode (perception) and a 
content (what is represented and must be the case if the experience is to be veridical). I am seeing a 
particular object, the flower o1, yet the content of my experience does not directly feature o1 itself. 
Instead, it involves a causal-reflexive, descriptive condition, imposed by the perceptual mode:  

 

1. Searle’s analysis: VIS EXP (that there is a red flower there and that there is a red flower there is 
causing this visual experience)  

 

On this analysis, the conditions of satisfaction of a perceptual experience and the content of that 
experience are one and the same thing. For Searle, generally speaking, the conditions of satisfaction 
of a mental state or a speech act specify (together with a direction of fit) what must be the case for 
the state or the act to count as satisfied. In non-reflexive cases (e.g. belief, assertion), the conditions 
of satisfaction do not mention the state or the act itself. In reflexive cases (e.g. intention, perception), 
they do. Searle (in this, followed by Recanati or Bach 2007, Searle against the World) holds that, in 
order for my perceptual experience to be satisfied, it must have been caused by the fact it represents. 
Then, given his identification of content and conditions of satisfaction, Searle must conclude that 
the causal-reflexive condition of satisfaction of my perceptual experience is part of its content.   

 Like Bach and Burge (1991, Vision and Intentional Content), Recanati criticises this result. 
He argues that Searle failed to disentangle content and conditions of satisfaction. For Recanati, the 
(relative, narrow) “content” of a perceptual experience is the scene explicitly represented from the 
perspective of the subject. Although they feature in its conditions of satisfaction, the subject, the 
experience, and the causal relations to the object, are not part of its “content” in this narrow sense:  

 

2. Recanati’s analysis: VIS EXP (that there is a red flower there)  

 

By itself, this content has incomplete truth-conditions: it is not capable of being true or false. To 
complete it, we need a situation of evaluation, specifying a time and the subject whose experience 
would be caused by the fact that there is a red flower there. The pair <content, situation> will yield 
complete (absolute, wide) conditions of satisfaction for the experience. On Recanati’s view, the 
situation is determined by the mode. Perception is a reflexive mode imposing “the perceptual 
situation of the subject” (the context of the experience) as the relevant situation. On that analysis, 
inspired by Lewis (1979, Attitudes De Se and De Dicto), the situation of evaluation corresponds to a 
world centred on the subject and the time of her experience. 
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 So whereas (i) Searle used one notion of (“Intentional”) content, (ii) Recanati invokes two 
notions: the (relative) content of the experience (that there is a red flower there), and the (absolute) 
conditions of satisfaction of the experience, the latter being jointly determined by its content and the 
mode (that there is a red flower there and that there is a red flower there is causing my current 
experience). (iii) I will argue for a third view, according to which the (representational) content of a 
perceptual experience (a property) and its situation of evaluation (an object) jointly determine its 
conditions of satisfaction; the situation of evaluation is not determined (reflexively) by the mode 
(pace Bach and Recanati); and the reflexive condition is not part of the conditions of satisfaction of 
the experience, but only of its conditions of formation. 

On the analysis I want to promote, the content of my perceptual experience (considered in 
isolation from my other attitudes at the same time) is just a property: 

 

3. Alternative analysis: VIS EXP (being red)   

 

This content must be evaluated at the world centred on the object of my experience, <w1, t1, o1>. 
The property of being red and that centred world together determine the absolute and referential 
conditions of satisfaction of my visual experience. The experience gives a veridical representation 
of my environment iff this flower is red—full stop. More precisely, it is veridical iff <w1, t1, o1>  
{<w, t, o>: o is red at t in w}. This condition is independent of the mode: a belief, a desire, a hope, 
etc. might have the same condition of satisfaction. The mode and the reflexive condition it imposes 
on the experience belong to a different level: I could not (be said to) see that this flower is red if the 
fact that it is red had not caused my experience. Compare: I could (be said to) believe (de re) that 
this flower is red even if the fact that it is red had not caused my belief (or even if it is not red). 
What has to be the case for what I see to be veridical is not identical to what has to be the case for 
me to see it. The former requires only that this flower be red, but the latter requires further that my 
experience be caused by the fulfilment of the former requirement. As perceptual reports with a that-
clause are factive, the claim that I perceive that this flower is red presupposes that this flower is red.   

The alternative analysis I advocate distinguishes the following levels. (1) The conditions of 
satisfaction of my perceptual experience, involving: (a) the incomplete-relative conditions of 
satisfaction of my experience (= its narrow content, the property of being red, which would remain 
the same even if a qualitatively indistinguishable and numerically distinct flower o2 had caused it); 
(b) the situation of evaluation of my experience (= its object, the centred world <w1, t1, o1>); (c) the 
complete-absolute conditions of satisfaction of my experience (= its wide content, the pair 
consisting of the property of being red and <w1, t1, o1>, featuring the object but not the subject or 
the experience). (2) The conditions of formation of my perceptual experience, jointly determined 
by its complete-absolute conditions of satisfaction and reflexive conditions, which further demand 
that there be a causal relation between some facts about the context of my experience (= its subject, 
the centred world <w1, t1, me>) and the fact that its complete-absolute conditions of satisfaction are 
fulfilled. 
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Semantic Restrictivism 

 

The theory of communication has traditionally centred around the determinist approach. Speakers are 

taken to express unique propositions, determined by the denotations of the terms they utter, their 

compositional structure and the contexts in which they speak. This paper presents an alternative: the 

restrictivist approach, according to which the role of utterance is not to express a unique propositional 

semantic content, but to restrict the various propositional interpretations of the uttered sentence to the 

point at which the speaker’s meaning is made clear. This restrictivist view will be deployed to deal with 

two significant problems for the determinist approach: lexical underdetermination and compositional 

underdetermination. 

The problem of lexical underdetermination is often associated with Charles Travis. The 

proposition expressed by an utterance may be underdetermined by the lexical meanings of the words 

uttered. Consider the case in which Pia has a Japanese maple with red leaves which she has painted 

green. Is the sentence ‘Pia’s maple is green’ true or false? Intuitions vary depending on the context in 

which the sentence is used. If spoken to a photographer looking for a green subject, the sentence appears 

to be true. If spoken to a scientist interested in the chemistry of green leaves, it appears to be false. The 

most common response manifest in the literature is the contextualist approach, which takes the 

proposition expressed by the sentence to be sensitive to context. When speaking to the photographer, 

for example, the sentence is taken to express the proposition that Pia’s maple is green on the surface 

but when speaking to the scientist the sentence is taken to express the proposition that Pia’s maple is 

naturally green. This response fails to address the problem, however. If the sentence expresses a 

proposition in conversation with the scientist, the it should take a truth value at any possible world. Yet 

it is unclear whether the sentence is true or false if the colour of Pia’s maple is the result of genetic 

engineering. 

Compositional underdetermination occurs when the structure of an utterance is incomplete. 

This form of underdetermination is most clearly exhibited by cases of nonsentential assertion, as when 

a verb or noun phrase is uttered in isolation. Past accounts of nonsentential assertion generally fall into 

two categories: syntactic, semantic, and pragmatic accounts. Respectively, these views interpret 

nonsentential assertions by appealing to additional linguistic material drawn from the context, by 

shifting the semantic type of subsentential expressions when interpreted in isolation, or by 

supplementing the object or property linguistically represented with some non-linguistic content.  

What these three approaches all have in common is the assumption the assumption that 

successful communication requires a nonsentential assertion to express - whether semantically or 

pragmatically - a unique proposition. This assumption is questioned by Ray Buchanan, who notes that 

there are often various propositions that can be derived from a nonsentential assertion. If it is common 

ground that the person in the door way is Barbara Partee, then an utterance of ‘A famous linguist’ may 

be taken to express the proposition that the person in the doorway is a famous linguist, or the proposition 
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that Barbara Partee is a famous linguist. Buchanan concludes that nonsentential utterances do not 

communicate propositions. 

The restrictivist view offers an alternative to the syntactic, semantic, and pragmatic approaches 

to compositional underdetermination on the one hand and Buchanan's denial of propositional 

communication on the other. While Buchanan is correct that nonsentential assertions do not express 

unique propositions, they will make the speaker’s meaning clear as long as all contextually viable 

interpretations make the same contribution to the common ground, which may be represented by a set 

of worlds. If it is common ground that the person in the door way is Barbara Partee, then an utterance 

of ‘A famous linguist’ cannot be taken to express either the proposition that the person in the doorway 

is a famous linguist, or the proposition that Barbara Partee is a famous linguist, but each of these 

propositions will have the same effect on the common ground: to eliminate all worlds at which it is not 

the case that Barbara Partee, the person in the doorway, is a famous linguist. 

This approach to nonsentential assertion suggests a novel approach to generics such as ‘Birds 

fly’ or ‘Women are prone to anxiety’. Rather than trying to explain how a unique proposition is 

expressed by a generic in context, we might characterise generics as incomplete tripartite structures 

consisting of a restrictor and scope without any quantifier. This approach promises to explain one of 

the characteristic features of generics: resistance to counterexample. As no quantifier is made explicit, 

the user of a generic can deny their commitment to any particular quantifier on an ad hoc basis. 

On the restrictivist account of lexical underdetermination, predicates are not viewed as 

expressing unique properties. As noted by the radical contextualist, there are at least two different 

propositions consistent with the meaning of the sentence uttered, yet these propositions have different 

effects on an unstructured common ground, given that one is true and the other false at the actual world. 

The solution is to impose structure on the common ground. Following recent work on the semantics of 

questions, we can view the context as partitioned according to the question under discussion (QUD). If 

the QUD is whether Pia’s maple will make a good subject for the photographer, we have two answers: 

YES and NO. The proposition that Pia’s maple is green on the outside eliminates all worlds at which 

Pia’s maple is not a good subject for the photographer, while the proposition that her maple is naturally 

green fails to eliminate either answer to the QUD, being consistent with worlds at which it is painted 

red. Given that the speaker intends to provide an answer to the QUD, only interpretations that provide 

an answer are contextually viable. As the interpretations that provides an answer to the QUD is true at 

the actual world, we explain the intuition that the utterance is true. Note that there may be other 

interpretations compatible with the meaning of the sentence uttered that eliminate the same worlds from 

the context. If we know that Pia’s maple is painted, the interpretation on which Pia’s maple is painted 

green and the interpretation on which Pia’s maple is naturally green or painted green will eliminate the 

same worlds from the context. The QUD doesn’t serve to determine a unique propositional content, but 

to further restrict the interpretations of the sentence uttered. 

�

Bowker
Semantic Restrictivism 7-3-1

18



Bradley
Pain, Multimodality, and Bodily Awareness 7-2-4

19



Bradley
Pain, Multimodality, and Bodily Awareness 7-2-4

20



Bradley
Pain, Multimodality, and Bodily Awareness 7-2-4

21



Perceptual constancy and the role of perception in action 
 

Perception is a necessary part of action: it structures the environment so that a subject can act in it (Wu 
2008, 2011). In particular, action is made possible by perception because the Many-Many Problem, or the 
Problem of Selection (Wu 2011, 2014, and forthcoming) is solved through the employment of perceptual 
capacities. In a nutshell, the problem of Selection is the following: among many possible perceivable objects 
in a scene, and many possible ways to act on them, an agent, before she can act at all, has to select a unique 
perceptual input-behavioral output couple. This selection is achieved through the deployment of visual 
attention, which in turn is explained at the neural level by mechanisms based on competition among neural 
populations for limited resources (Duncan and Desimone 1995, Reynolds, Chelazzi, and Desimone 1999, 
Wu 2014). In Wu's picture, attention re-structures the perceptual scene by influencing perceptual 
mechanisms themselves, and this is how perception plays a decisive role both in forming of an intention to 
act (i.e. selecting what to do among the many possibilities) and in guiding the execution of the action 
intended (i.e. selecting the appropriate target for the action intended). By means of attention, perception 
highlights what in the environment is relevant for effective behavior. 
In the light of the role of perception in action as I have just described it, the following thought seems 
innocent enough: since the targets of bodily actions are objects (i.e. kicking a soccer ball), perception must 
"give" us those objects. In what follows, I propose a way to interpret the idea that perception gives us 
objects. Sometimes this idea is associated with the notion of perceptual presence (Noë 2004, Leddington 
2009). Objects are perceptually present in our experience, that is, they are “right there”, presented directly 
and immediately to our consciousness, available for us to act on them. This is just an alternative way of 
saying that perception gives us objects, according to how I am using the term “presence”.  
In turn, perceptual presence of objects to consciousness is often spelled out with the help of another notion: 
perceptual constancy. Different views have different takes on perceptual constancy and its relation to, on 
one hand, the role of perception and, on the other hand, what perception “gives” us as its content (broadly 
understood). 
How exactly we should think about perceptual presence itself is up for debate. Alva Noë (2004, 2012), for 
example, argues that perceptual presence is virtual, that is, it is an effect of certain cognitive operations on 
something more “basic” that our senses pick out directly, similar to a-modal completion. Perception, 
according to this picture, has a purely sensory component as well as a cognitive, thought-like component. 
The sensory component is constituted by items which are, in a sense, similar to sense-data, and capture the 
way objects look from a certain perspective: Noë calls them perspectival aspects, or perspectival properties 
(p-properties). Objects in their “mind-independent” nature – i.e. objects presented in a way that allows them 
to be targets of actions and thus part of the subject’s external environment – are then present to 
consciousness because they are virtually constructed out of a specific perspectival aspect plus some implicit, 
practical knowledge of how that aspect would vary according to the subject’s movements. Employing such 
implicit knowledge of patterns of sensorimotor dependence (O’Reagan and Noë 2001) allows the not 
currently sensed parts of objects to be “present in absence”, thus integrating the awareness of the strictly 
speaking sensed perspectival aspect.  
Perceptual constancy, in this picture, is the phenomenon which allows the mind-independent, objective 
nature of objects to show up while we deploy out sensorimotor knowledge: the rectangular shape of a table 
(i.e. a shape constancy) “shows up” as part of the content of a perceptual experience in which there is 
awareness of a perspectival aspect (i.e. a “non-constancy”) and deployment of the relevant sensorimotor 
knowledge.  
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Alternatively, according to some other authors (Gibson 1979, Burge 2010, Smith 2002), perception is by 
its nature exclusively an objectifying capacity, that is, its only purpose (and its very essence) is to put us in 
touch with what’s constant, or invariant, or essentially perspective-independent about objects. This is the 
job of perceptual constancies. Despite some even very substantial differences, all these authors argue that 
objects – in the sense relevant for perception and action – are in fact nothing but collections of constancies, 
or invariants. 
In both frameworks sketched above, the same assumption seems to be at work. In particular, the assumption 
is that the constancies, or invariants, are what captures the "objectivity" of perceptual experiences and, 
moreover, reveals the “truth” about how things are.  
Although the views mentioned above are right in focusing on perceptual presence and perceptual constancy 
phenomena in order to get clarity on how we should understand the claim that perception gives us objects, 
I think they are both misguided. They share the same sort of misconception regarding what perceiving 
objects is like and, in particular, they understand the role and the significance of perceptual constancy in a 
phenomenologically incorrect way.  
Re-elaborating some ideas originally found in Merleau-Ponty (1945), I argue that both the constancies and 
the non-constancies are equally limited in terms of the way they grant the perceptual presence of objects; 
in other words, neither of them is in a privileged position to give us "the things". Moreover, it seems that 
the constancy experience doesn’t always consist in an awareness of particular “constancies”, that is, 
properties attributed to objects independently of how they look from our current point of view.  
As a consequence, I suggest the alternative idea that objects are perceptually present, and thus can be 
“given” in perception, only as part of a positively indeterminate normative background sustaining 
experiences of constancy and of non-constancy alike. Objects, on one hand, transcend every specification 
in terms of their experienced properties, real or apparent, constant or non-constant. Objects inhabit a 
dimension of experience which sustains the deployment of attention and the structuring work of perceptual 
capacities but, on the other hand, they manifest their presence to consciousness by influencing how good 
or bad we take our current view of them to be, as well as by prescribing what we’d have to do in order to 
improve such a view (see also Kelly 2005, 2007, 2010). 
With its focus on the prescriptive role of perception instead of its descriptive one, the normative background 
view offers an intriguing way of understanding what it is to perceive objects, given perception's role in 
solving the Problem of Selection for action. Despite its unconventionality, this view provides conceptual 
tools useful to those in search of a theory of experience which differs from both representationalism and 
traditional forms of naïve realism/relationalism. 
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Model-theoretic semantics and semantic competence 
As is well known, the first analyses in model-theoretic semantics for natural languages [MTS-

NL] were conducted from the point of view of radical anticognitivism. Such approach represented the 
natural heritage of Frege's antipsychologism about logic, and was endorsed also by Montague and 
Davidson (among others). Early in the development of MTS-NL, researchers with a background in 
linguistics, such as Partee, Bach, Bartsch among the others, started to work on MTS-NL pursuing a 
different, more cognitively oriented approach. According to such view, which is the natural extension 
of the Chomskian approach to syntax (Chierchia and McConnell-Ginet 2000), MTS-NL is a branch of 
psychology. Its aim is to provide a descriptively adequate, explanatory account of meaning as a cognitive 
phenomenon (e.g., some body of semantic knowledge or information that speakers possess, or some set 
of psychological processes underlying human semantic abilities). That is, operations represented by the 
recursive rules of the theory mirror the actual computations performed by the semantic system of the 
brain, and the knowledge represented by lexical axioms of the theory is tacitly stored somewhere in the 
speaker’s cognitive architecture (e.g., Borg 2004; Larson and Segal 1995). Nowadays such cognitivism 
is the dominant approach in linguistics and in philosophy, though it is often only tacitly assumed. It is 
explicitly endorsed in many introductory text-books for MTS-NL, both in Montagovian (e.g., Chierchia 
and McConnell-Ginet 2000; Heim and Kratzer 1998) and Davidsonian traditions (e.g., Larson and Segal 
1995; Ludwig and Lepore 2008). Furthermore, it has often been defended in contemporary discussions 
in philosophy of language (e.g., Borg 2004; Recanati 2004).   

In this talk, I will argue that1 cognitivism about MTS-NL is problematic. Some authors have 
argued that the recursive components of MTS_NL could have some empirical import in the study of the 
compositional aspects of semantic competence (e.g., Bonomi 1976; Marconi 1997; Partee 1997). 
However, with lexical competence, that is, the ability to understand and use words of a natural language, 
things are clearly different. Genuine competence cannot be model by attributing implicit knowledge of 
the axioms of (Davidsonian or Montagovian) MTS-NL such as: 

 
[A1]   Val (x, cat) iff x is a cat 

[A2] ValM (cat)  DM 
 

How could we explain the speaker's ability to use a word such as cat by attributing to him/her knowledge 
that cat applies to a set of individuals in a model [A2], or that cat applies to cats [A1]? Such information 
is clearly incomplete. Granted, it is possible to increment the informational import of MTS-NL by adding 
a set of meaning postulates (i.e. conditional or biconditional statements that constrain the extensions of 
the constant that appear in the antecedent). Meaning postulates can be used to model the speaker’s ability 
to recognize and draw semantic or material inferences (e.g. the inference from Tom is a cat to Tom is an 
animal), as opposed to logical or formal inference. Meaning postulates can also be used to model a type 
of explicit (and expressible) knowledge, i.e. knowledge about the network of connections between that 
word and other words and linguistic expressions. Finally, meaning postulates a used to model a variety 
of other “intralinguistic” lexical semantic abilities, such as the ability to make judgments about semantic 
relations, to define a word, to recover a word from a definition, and so on. These are the aspects of lexical 
competence that, following Marconi, we may term «lexical inferential competence» (Marconi 1997).  

Meaning postulates might be enough to model lexical competence with words such as democracy, 
justice, likely, and so on, i.e. words expressing abstract concepts. Being competent in the use of such 
words is just being able to use them in inferences, and to know the intra-linguistic connections they bear 
with other words. Nevertheless, for words such as cat, yellow, chair, and so on, a competent speaker has 
further lexical abilities, which meaning postulates can hardly account for: she knows how to apply them 
in the real world. This is the aspect of lexical competence that, following Marconi, we may term «lexical 
referential competence» (Marconi 1997). It is plausible to think that the content of referential 
competence for concrete words consists in a set of cognitive procedures that systematically relate words 
to the output of perceptual processes; it is thanks to our perceptual recognition systems, particularly to 
the visual recognition system, that we can apply words to objects and circumstances in the world. 
Referential competence could be described as the ability to determine the semantic values (i.e., 
reference) for primitive, extra logical symbols of a language. So, the referential component of lexical 
semantics has to do with the determination of the real truth conditions of sentences.  

Critically, the referential aspect of lexical competence is problematic for MTS-NL. No amount 
of meaning postulates can explicate this ability: to know that cats are mammals, that have four legs and 
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a tail, is not going to enable us to recognize a cat in the environment – not unless we know how to apply 
legs, tail, and many other words (Marconi 1997; Partee 1980). As Marconi notes, «no matter how many 
meaning postulates are associated to the entries of a lexicon, no matter how big and comprehensive such 
lexicon is, these intra-linguistic connections will never “reach out” to the world: the application of 
language needs referential competence» (1997, p.54). Thus, MTS-NL can be considered only a “modest” 
(Dummett 1976) theory of competence, for it does not provide a complete account of lexical competence.  

This having been settled, it would seem that MTS-NL needs not be thus incomplete. It is 
possible to think that the problem could be simply solved by integrating MTS-NL with an adequate and 
complete account of an ordinary speaker’s referential competence. For instance, we can imagine to 
integrate a MTS-NL with (a suitable representation of) the cognitive visual procedures that human 
speakers use to visually perceive and recognize objects in the real word.  An interesting recent attempt 
to deal with the issue is the so-called Model-theoretic approach proposed by Ursini (2011), which tries 
to combine a particular form of MTS-NL (Discourse Representation Theory) with a representation of 
visual information given in terms of Marr’s computational theory of vision. Simple as it is, the MTS-
NL so completed might be an adequate and complete model of human competence. In the theory, the 
semantic values (reference) for extra logical words would be determined by implementing the cognitive 
procedures that ordinary speakers use to (visually) recognize entities in the world. 

However, I believe that a deep philosophical problem affects any attempts to provide a 
completion of this sort for MTS-NL. In a nutshell, the problem is the following. MTS-NL has its source 
in the work of those logicians and philosophers of language who viewed semantics as a non-
psychological enterprise, generally taking such notions as truth-conditions and entailment relations as 
not epistemically constrained. According to such tradition, semantic analysis aims to characterize the 
«objective truth-conditions» of a sentence (Dummett 1976; Jackendoff 1990; Langacker 1986), i.e. 
the state of affairs that would have to be in place for the sentence to be true, independently of the actual 
(or future) state of knowledge of the individual, or of the community as a whole. Let us call such view 
«truth-conditions objectivism». Is the contemporary defender of MTS-NL still committed to truth-
conditional objectivism? Metaphysical questions are rarely discussed in the contemporary papers in 
MTS-NL, primary because they do not immediately affect the semanticist’s work. However, when the 
theoretical framework of MTS-NL is presented and discussed -as in the introductory texts of the 
discipline- such view is often explicitly endorsed (e.g., de Swart 1998, Cann 1990).   

 This seems to have important philosophical consequences. Truth-conditions objectivism 
requires what we can call an «objectivistic view of reference» (Marconi 1997), according to which 
words have the reference they have in virtue of stable and determinate connections with objects in the 
world, independently of whatever knowledge or ability is available to the ordinary speaker (or to the 
linguistic community as a whole). For instance, the word cat has the reference it has in virtue of a direct 
connection between the word and the cats, or the property of BEING A CAT, or the species of cats, 
independently of how we perceive or recognize cats in the world. As is well known, such objectivistic 
view of reference (determination) has been proposed and defended by Kripke and Putnam among 
others. Kripke and Putnam have offered many arguments against the view that semantic values 
(intension, reference) are cognitively determined (Putnam 1975; Kripke 1980). According to the 
mainstream, these arguments have shown that the semantic values (intention, reference) of primitive 
expressions, and of sentences containing them, are not (wholly) determined by psychological facts. 
Thus, specification of word reference, including specification of the truth-conditions of sentences, 
cannot be provided by a theory of visual recognition, or by any other psychological theory. 

If this is correct, then it seems that MTS-NL is committed to an objective or metaphysical notion 
of reference that can hardly be implementable by a psychological theory of human lexical semantic 
competence. Therefore, the idea that MTS-NL provide an adequate account of semantic competence is 
seriously undermined.  In the period from the late 1960’s into the early 1980’s, this foundational problem 
was generally explicitly recognized by scholars working in MTS-NL (e.g., Dowty et al. 1981; Partee 
1979). However, gradually the landscape changed, and foundational problems of MTS-NL disappeared 
from the scene (see Partee 2006, 2011). But although this question or family of questions has been 
relatively silent throughout the history of MTS-NL, such issue has remained a deep and unsolved 
problem.  In this paper, I do not intend to offer a solution of this problem. Rather, at the end of our talk, 
I will just draft two possible but problematic reactions to this problem, namely the externalist solutions 
(e.g., Fodor 1981) and the separatist position (e.g., Marconi 2002; Mazzone 2000).  
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The empirical status of the pictorial view of meaning 
Advocates of the pictorial theory of meaning (e.g., Locke, Hobbes) claimed that meaning of a 

word is a mental picture, and lexical semantic competence – i.e. knowledge of word meaning - is closely 
connected to visual imagery. As a semantic theory, the pictorial theory was discredited in the 20th 
century. Nevertheless, there is evidence that visual imagery does play a role in semantic processing and 
is not just a possible side effect of it. High imageable [IMG] words (banana, smile, chair), as opposed 
to low IMG words (deduction, event, democracy) appear to facilitate several tasks related to semantic 
processing. For example, in long-term memory tests, normal subjects tend to have a better memory for 
nouns associated with high IMG ratings compared to low IMG words (Paivio 1966, 1967), and high 
IMG terms are more easily recognized by subjects with deep dyslexia (Jones 1985). Moreover, it seems 
that semantic processing of high IMG words is correlated with greater activation of visual-related areas 
such as left inferior temporal gyrus and fusiform gyrus (e.g., Mellet et al. 1998) and sometimes even 
occipital primary visual cortex (e.g., Goldenberg et al. 1991, 1992; Palmiero et al. 2009). Activation of 
visual related areas in connection with processing of high IMG words strongly reinforces the conjecture 
that such processing is, minimally, accompanied by visual imagery. If, as it appears to be the case, such 
imagery facilitates linguistic performance, this is a good reason to further conjecture that visual imagery 
is not merely a side effect of processing high IMG words but an active factor of it. 

At least prima facie, such data could be seen as decisively vindicating the pictorial view of 
meaning, as far as high IMG words are concerned. Indeed, in the last few decades the theory’s empirical 
success has much contributed to its partial redemption as a philosophical theory of meaning (e.g., 
Prinz 2002). Particularly, researchers working within the so-called Embodied or Simulation Framework 
have often claimed that mental imagery, and specifically visual imagery, is critical to semantic 
competence (e.g., Kemmerer 2010; Martin 2007). In recent years, advocates of the imagistic/pictorial 
view of meaning have devoted much philosophical and neuroscientific research effort to the issue of 
abstract, low IMG words. Some philosophers and neuroscientists have tried to account for abstract words 
in imagistic terms (Prinz 2002; Barsalou 2008; Lakoff 2014). Other scholars have postulated entirely 
different systems for the understanding of abstract words and the under-standing of visually (more 
generally, sensorimotorially) loaded words (e.g., Dove 2010; Louwerse 2011; Paivio 1973). However, it 
has been generally taken for granted that the pictorial theory is not problematic for words such as dog, 
chair, or run. In contrast, I believe that there are important reasons to be cautious about the empirical 
status of the pictorial view of meaning even when restricted to concrete, high IMG terms. 

My specific aim in this talk is to critically assess the neuroscience data supporting the hypothesis 
that visual imagery is a critical component of semantic processing with high IMG words. Indeed, I do 
not aim to provide a completely exhaustive analysis of the relevant data. I shall limit myself to providing 
grounds for some caution concerning the cognitive reality of the pictorial view of meaning. 

First, I am going to claim that the existing neuroimaging studies supporting the pictorial view of 
meaning (as restricted to high IMG words) are affected by some potential confounds and inconsistencies. 
For the purposes of the present talk, I performed a qualitative review of 28 studies that manipulated 
the IMG factor in neuroimaging experiments. In my review, we found 17 studies that reported selective 
visual related activation during the processing of high IMG words (as contrasted to low IMG words), as 
predicted by the pictorial view of meaning (ref.in the talk). However, caution should be taken for several 
reasons. The first, obvious reason is that not all the neuroimaging studies investigating the role of IMG 
in language processing did report activation of visual related areas during the processing of high IMG 
words (e.g., Fiebach and Friederici 2004; Grossman et al. 2002; Kiehl et al. 1999; Krause et al. 1999). 
The second reason to be cautious is that the specific visual areas that have been associated with IMG 
varied across the reviewed studies: in some studies the portion of visual cortex correlated with an 
increase in IMG was circumscribed to areas in the ventral temporal cortex, particularly in the middle 
portions of fusiform gyrus, (e.g., Bedny and Thompson-Schill 2006; D’Esposito et al. 1997), whilst in 
others it involved occipital cortex (Goldenberg et al. 1991; Palmiero et al. 2009). A third reason to be 
cautious is that in most of the studies included in our review, subjects were explicitly requested to 
deliberately produce a mental picture representing the semantic content of the linguistic stimuli used 
(words/sentences) (e.g., Mellet 1998) Arguably, the selective visual activation observed in these studies 
could be the effect of the additional task involved in the first condition (image!), not a component of 
semantic processing per se. The fourth and perhaps most important reason to be cautious is that in most 
of the visual studies included in our review linguistic stimuli were presented visually (e.g., Sabsevitz et 
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al. 2005; Binder et al. 2005; Hoffman et al. 2010). Clearly, from the standpoint of the present talk’s 
issue such a procedure is affected by potential visual presentation confounds. 

Secondly, I will claim that neuropsychological data, i.e. data from patients with brain insults, do 
not conclusively demonstrate that visual imagery is a necessary component of semantic processing of 
high IMG words. Clearly, the pictorial view of meaning would be strengthened by the observation that, 
in the vast majority of cases, patients with lesions involving visual (imagery) cortex have deep semantic 
deficits with high IMG words, even when no visual stimuli are involved. As far as I know, some studies 
involving patients with left posterior vascular lesions seem to support this lesional correlation (Manning 
2000; Forde et al. 1997; Humphreys et al. 1997). However, language impairment with high IMG words 
in these patients was evident only when they were formally tested in experimental conditions, but not in 
everyday conversational exchanges. This might suggest that, at least in some cases, language impair-
ment following damage to visual (imagery) cortex can be subtle rather than catastrophic, and can be 
limited to relatively complex verbal tasks (see also Binder and Desai 2011). More importantly, several 
patient studies provide evidence against the hypothesis that preservation of visual (imagery) cortex is 
necessary for semantic competence with high-IMG words. For instance, HJA, a patient described by 
Riddoch and Humphreys (1987), suffered from a posterior cerebral artery stroke with consequent bilat-
eral infarcts of the inferior occipitotemporal gyri, involving the fusiform gyri and temporo-occipital 
junction [BA 37]. These lesions caused prosopagnosia and deep visual agnosia (i.e. inability to recognize 
visually presented objects in spite of intact early vision). Despite this, HJA had preserved abilities with 
both high and low IMG words when no pictures were involved, as in spontaneous conversation. Fur-
thermore, in experimental contexts he was perfectly able to provide accurate definitions of concrete 
words referring to common objects or animals, including details about their referents’ visual character-
istics. Other patients with left posterior vascular lesions were still perfectly able to use concrete, high 
IMG words not only in spontaneous conversation, but in more complex verbal semantic tasks as well 
(Behrmann et al. 1994; Carlesimo et al. 1998; Fery and Morais 2003). 

Thirdly, I will claim that the case of congenitally blind speakers is crucial in deciding the latter 
issue. The pictorial view of meaning predicts that semantic competence with high IMG words in con-
genitally blind subjects should be deeply impaired, as these subjects are supposedly incapable of specif-
ically visual imagery (e.g., Descartes, Locke). As regards adult competence, some studies have shown 
that the blind adults’ linguistic ability with high IMG words (e.g., defining a word, recovering a word 
from a verbal definition) is not significantly different from that of sighted subjects (DeMott 1972; Rosel 
et al. 2005; Vinter et al. 2012). Interestingly, in memory tests blind speakers, like sighted subjects,  tend 
to better perform with concrete, high IMG words than with abstract, low IMG words (Cornoldi et al. 
1979). Even more surprisingly, it has been found that (congenitally) blind subjects activate a left-lateral-
ized network of “visual" cortices during verbal semantic tasks (review in Bedny et al. 2011). It has been 
conjectured that such “visual” activation reflects general language processes that occur in left occipi-
totemporal regions as a result of plastic changes in blind subjects’ early infancy (e.g., Bedny et al. 2014). 
If this were the case, "visual" activation should be observed during the processing of both high and low 
IMG stimuli; i.e., contrary to the sighted individuals, “visual” activity in the congenitally blind should 
be insensitive to manipulation of the "IMG" parameter. This cannot be established from extant neuroim-
aging studies, as in the vast majority of them the "IMG" parameter was not experimentally controlled. 
Only in one study (Lambert & colleagues 2004) six blind subjects were assessed during the production 
of mental images from high IMG words vs passive listening to low IMG, “abstract” words. Interestingly, 
in such study a strong IMG effect was found in various visually related areas such as the primary visual 
area, the lingual gyrus, and the posterior left temporal gyrus, suggesting that such areas were more (or 
exclusively) active when blind subjects were creating a mental image from a concrete word. Interest-
ingly, the finding that the sighted and the blind brain do not respond differently to IMG manipulations 
in language tasks might suggest that, in both cases, what is involved is a kind of structural mental 
imagery, i.e. imagery relative to structural properties of objects (object shape, motion, spatial localiza-
tion, size), that is not inherently visual. In this sense, these studies might provide some support for the 
«supramodal theory» concerning the functional organization of ventral visual cortex in both the sighted 
and the blind (Ricciardi et al. 2014; Ricciardi and Pietrini 2011). Indeed, the supramodal hypothesis 
might have strong impact for the empirical status of the pictorial view of meaning. As we argued, the 
intuition behind the pictorial view -at least in its original versions- is the idea that the meaning of a word 
is a mental picture, or at any rate, the phenomenological content of some visual imagery experience. 
The hypothesis that, in both sighted and blind individuals, the imagery factor in language understating 
is not strictly visual would undermine such a fundamental assumption. 
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Doing and Undoing. Some Strategies to Backpedal on Our Speech Acts 

Starting with the pioneering work of J.L. Austin (1962), several philosophers of language have turned 
their attention to speech acts and their conditions for success1. In spite of providing an articulate 
framework for how to do things with words, the literature lacks discussion on how to undo what we 
have done in uttering certain expressions2. This paper sets out to identify and examine the most common 
strategies to backpedal on one’s speech acts. In particular, it is an examination of three “backpedalling 
strategies” – namely, the Annulment Strategy, the Retraction Strategy, and the Amendment Strategy.  
Austin himself pointed out that speech acts may be “annulled” if certain conditions are found not to be 
fulfilled3. To understand what he had in mind, imagine that, after a two-step online interview, Bob is 
told that he got the job. Very happy with that, he attends in person at the HR Department the next day, 
but they regretfully inform him that, unbeknownst to the recruiter, that job position had already been 
filled. Since the act of hiring someone is dependent on a specific position being actually vacant, the 
recruiter’s act – at first regarded as felicitous both by the speaker and the hearer – is now to be ratified 
as null and void. As one can see, the Annulment Strategy is a mechanism for undoing illocutionary 
things only loosely speaking, in that an annulled act is an illocution that never really came into effect. 
Annulling an act amounts to recognizing that its validity was only purported. However, speakers have 
at their disposal other strategies to undo things strictly speaking – i.e., to cancel acts they have carried 
out with success. Amongst them are what I call the Retraction Strategy and the Amendment Strategy. 
Nigel Farage’s decision to “unresign” in May 2015 offers a good example of how the Retraction 
Strategy works. As promised in his book (The Purple Revolution), Farage stepped back as UKIP leader 
on 8 May 2015, following his electoral defeat in South Thanet. However, his resignation was 
“unanimously rejected by the NEC members”4 – and, on that basis, Farage withdrew it. It should be 
noted that the party’s NEC was not in a position to reject Farage’s resignation. To put it differently: no 
official acceptance from NEC members was needed for Farage’s resignation to take effect5. Instead, 
NEC members were in a position to recommend that Farage retraced his steps. This remark is significant 
for our discussion, since Farage’s unresignation is a proper instance of Retraction only if the resignation 
was successful in the first place. (It would have been a misfire, had its performance been conditional on 
NEC members’ acceptance.) While we annul unsuccessful acts whose effects were deemed to be 
binding because of the ignorance of the conversational participants, we retract successfully performed 
acts whose conventional effects truly entered into force. The very difference between annulling and 
retracting is that in retraction cases the act is made null, whereas in annulment cases it is recognized as 
null. To retract an illocution means to take it back, to scratch it from the conversational context.  
Let us move on to the Amendment Strategy. It is rather obvious that speakers sometimes alter the 
content of their utterances. We are pretty used to people who change their stories for all sorts of reasons. 
In my view, in the same way as one can amend what one has said (‘propositional amendment’), one 
can, under certain circumstances, amend what one has done (‘illocutionary amendment’). Even though 
it is less obvious, it is still pretty common that speakers alter the force of their acts. The most easily 
recognizable instances of Amendment are utterances such as  

                                                             
1 Cf., among many others, Strawson (1964); Searle (1969, 1975a, 1975b); Bach & Harnish (1979); Searle & 
Vanderveken (1985); Alston (2000). 
2 A notable exception is the strand of literature on retracting assertives. Cf., esp., Bach & Harnish (1979); Walton 
& Krabbe (1995); Krabbe (2001); MacFarlane (2011, 2014). 
3 Some considerations on Annulment can be found in Austin’s preparatory notes for How to Do Things with 
Words. Cf. Sbisà (2007) for a detailed discussion of those notes. 
4 See http://www.independent.co.uk/news/uk/politics/ukip-rejects-nigel-farages-resignation-statement-from-the-
party-in-full-10242465.html (accessed June 12th, 2017). 
5 The party’s constitution does not foresee the possibility for the NEC to refuse an official resignation. 
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(1) P … at least, I guess that P  
(2) I promise to do P … well, I’ll try to 
(3) Do it! … Sorry, I mean, can you do it? 

In each of such cases, the speaker seeks to reshape the illocutionary force of her utterance: (1) is an 
assertion amended into a conjecture, (2) is a promise amended into the expression of an intention, and 
(3) is an order amended into a request. An important point brought out by these examples is that an act 
cannot be amended into any other act. Indeed, when we amend an illocution, the original one leaves 
traces in the normative context, as its force imposes some constraints on the act we can replace it with. 
One can adjust, for instance, an assertion into a conjecture, but one cannot sensibly adjust it into a 
command, a refusal, or a promise6. To account for this feature, we may construe the Amendment 
Strategy as a mechanism to tamper with the degree of strength of one’s speech acts, i.e., to weaken or 
strengthen their normative burden. For example, in amending an order into a request (say, for politeness 
reasons), one is reducing the strength of the normative bond imputed on the hearer, who will now be 
petitioned to grant the request but will have no duty to do so.  
The Amendment Strategy may also take the form of what Saul (forth.) calls ‘figleaf’: an utterance made 
in addition to an otherwise overtly racist one that provides cover for the racism of the speaker and the 
utterance7. Consider the following utterance of Glenn Beck’s. Beck is interviewing Muslim 
congressman Keith Ellison.  

OK. No offense, and I know Muslims. I like Muslims. I’ve been to mosques. I really don’t believe that 
Islam is a religion of evil [...]. With that being said, [...] I have to tell you, I have been nervous about this 
interview with you, because what I feel like saying is, “Sir, prove to me that you are not working with our 
enemies”. And I know you’re not. I’m not accusing you of being an enemy, but that’s the  way I feel8. 

If Beck had uttered 

(4) Sir, prove to me that you are not working with our enemies 

on its own, this would have amounted to an indirect (but very clear) accusation against Ellison. 
Crucially, Beck finishes with an explicit denial that his utterance is an accusation, 

(5) I’m not accusing you of being an enemy, but that’s the way I feel, 

by which he amends what he is prima facie doing with his words into the mere expression of a feeling9. 
As Saul notices, there are at least three kinds of figleaves at work in Beck’s speech: (i) Friendship 
Assertion (“I know Muslims. I like Muslims. I’ve been to mosques”), (ii) Mention (since Beck feels 
like saying (4) – an overtly Islamophobic utterance – rather than straightforwardly saying it, (4) is an 
instance of mention rather than use), and (iii) «a more complex further move», which I interpret as an 
illocutionary amendment (“I’m not accusing you of being an enemy, but that’s the way I feel”). 
In conclusion, let me state clearly something that has been implicit throughout: when a speaker 
successfully performs a speech act, the conversational context adjusts in such a way as to include new 

                                                             
6 I am concerned with direct speech acts. If an assertive is used to indirectly perform a request, a promise, or a 
speech act of another kind, then its amendment conditions will be completely different. 
7 Saul uses the term ‘racism’ in a broad sense, encompassing prejudices of race, nationality, religion, gender, etc. 
8 Quoted in Fatima (2013: 341) and Saul (forth.). 
9 An accusation is an assertion whose content ascribes responsibility to a certain individual for some bad state of 
affairs. While assertions are statements that the speaker commits to defend (if asked to), the expression of a feeling 
does not entail such a burden of proof. Asserting and expressing a feeling form the opposite ends of a single 
illocutionary strength scale: the first is a (strong) truth claim about how the world is, whereas the second is a 
(weak) “wholly personal” (and thus non-truth-bearing) claim about how the speaker feels. Cf. Kukla (2014). 
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normative facts (e.g., obligations, commitments, rights) illocutionarily engendered by the act. In the 
course of a conversation, the deontic statuses of the participants evolve as new speech acts are 
accomplished. Annulling, retracting, and amending are mechanisms to rub out a certain deontic update 
– to disavow or undo the normative constraints generated by speakers’ illocutions. 
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Towards a Shared Frame for Imaginative Episodes 
 
 
 
 Imagination is, without a doubt, one of the most impressive skills of our minds. Our 
capacity to entertain scenarios that are not actual, to engage in counterfactual reasoning, or to 
engage in episodes of pretense (such as games of make-believe, theatre plays or role-playing 
games), suggests that the architecture and mechanisms governing imagination should be rather 
complex but, at the same time, quite "natural" (as it can be seen in studies showing the capacity 
of young children to recognize and engage in pretense play). Moreover, one of the main topics 
in the debate regarding the "place" of imagination within the mind concerns how it is related to 
other mental attitudes, and how similar and different it is from them. Relatively recently, many 
authors have given an account on how imagination could work. What happens, within our mind, 
when we decide to imagine a certain hypothetical scenario, or when we engage in an episode of 
pretense? How and where are these imaginary situations created, with respect to other mental 
attitudes? How do they interact with, for instance, our beliefs, or the reasoning mechanisms that 
work over them? 
 
 As the starting point of this work, we review three influential works on imagination: 
firstly, the distinction Timothy Williamson draws between two modes in which imagination can 
run (namely, voluntary and involuntary); then, Shaun Nichols and Stephen Stich's cognitive 
theory of pretense, in which they propose an architecture of the cognitive mind showing how 
pretense episodes relate to our beliefs; finally, Peter Langland-Hassan's theory on guiding 
chosen imaginings, in which the imaginative states resulting from an initial and voluntary act of 
imagination are then treated via certain sets of rules or algorithms that determine how the 
imaginative episode could evolve. When reviewing these works, we notice something that we 
think it is quite relevant: although these approaches do have their differences, they also have 
strong coincidences, specially in the underlying frame upon which they draw. 
 
 Through the analysis and comparison of the previously mentioned works, we identify 
and propose an underlying, theory-independent frame that we claim every theory about 
voluntary imagination should account for. This frame is characterized by identifying four main 
steps involved in every agentive act of imagination (that is: every act of imagination that is 
initiated by a conscious intention of the agent to imagine such-and-such): a first, imagining-
initiation voluntary mental action in which the agent sets the initial content of the imaginative 
episode; an involuntary, rule-driven "concretization" in which the initial imagined scenario is 
filled up with details; a default advancement or evolvement of the imaginative episode, driven 
by rule-like scripts determining how the depicted situation would usually unfold; and a 
voluntary, desire-driven advancement of the imaginative episode using "off-script" new inputs 
that, in turn, involve a cyclical recursion of the whole process. Once we have set and explained 
what characterizes each of these four steps, we show how our proposed frame indeed identifies 
a minimum number of stages every imaginative episode should have and which, one way or 
another, any of the previously reviewed theories fulfill; furthermore, we argue how any other 
theory aiming to capture these kind of acts of imagination must account, one way or another, for 
the steps identified in our proposed frame. 
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The reclamation of slurs 

Keywords: slurs, appropriation, affirmative action 

 

Introduction: slurs and appropriation. In the last few decades, philosophers of language and 

linguists have turned their attention to slurs, expressions that derogate groups and individuals on 

the basis of their belonging to a certain category. Slurs are typically taken to be toxic words: not 

only to express discriminatory beliefs, but also to spread them and are therefore banned from 

public debate in liberal democracies.  

In this paper I focus on particular uses of slurs, namely appropriative or reclaimed uses. 

Appropriation is the phenomenon for which the members of a group can use among themselves 

the slur targeting their own group, in such a way that the slur is not offensive anymore in those 

contexts; on the contrary, appropriated slurs are used to express solidarity and underline intimacy. 

Typical instances of appropriation are positive uses of ‘nigga’ in afro-american communities in 

the U.S., as well as positive uses of ‘queer’ in academic contexts, in acronyms such as LGBTQ+, 

expressions such as ‘Queer Studies’ or – outside academia – ‘Queer Tango’, etc. 

Scholars got interested in appropriation because it constitutes an instance of meaning change and 

therefore it raises problems for most existing accounts of slurs, according to which slurs 

systematically encode derogatory content. Another reason for which appropriation became 

important in the debate has to do with the question as to whether reclaimed slurs should be 

allowed or not in liberal democracies and what kind of evaluative content they convey. In 

particular, such reclaimed positive uses are taken by Bianchi (2014) to challenge silentism, the 

thesis defended by Anderson and Lepore (2013) according to which any occurrence of slurs 

(including mentioned ones) should be simply banned. For Bianchi, reclaimed slurs should not be 

banned because reclamation is a process at the end of which terms can lose their derogatory 

meaning for good.  

 

An argument allegedly vs. appropriation: the WA. Reclaimed uses of slurs (at least some of 

them) are analyzed as conveying a positive evaluative content. In this paper, I will stay neutral 

with respect to how the derogatory content of slurs should be analyzed in the first place, but 

supposing for the sake of the argument that it amounts to something like ‘bad for being P’ (where 

‘P’ is a descriptive property such as ‘being gay’, ‘being black’ etc.), reclaimed slurs are typically 

taken to convey something along the line of ‘good for being an P’ (see i.a. Jeshion 2017, Ritchie 

(ms)). Reclaimed uses that convey positive content about the target class give rise to an argument 

that prima facie speaks in favor of silentism, namely the Warrant Argument (WA), according to 

which appropriative uses of slurs are no less problematic than offensive uses. The idea is the 
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following: what slurs do in general is to express an evaluation (typically negative) based on some 

descriptive properties (e.g. ‘being gay’, ‘being black’, etc.) that do not per se warrant any 

evaluation (neither positive or negative). As we said, while the standard uses of slurs convey a 

negative evaluation, appropriative uses (at least some of them) convey a positive one. The 

Warrant Argument holds that if one claims that what is wrong with a term like ‘wop’ is that being 

Italian per se never justifies nor warrants negative evaluation, then it is very problematic to use 

‘wop’ as conveying that being Italian per se warrants positive evaluation. After discussing and 

articulating the WA, I consider some empirical data about stereotype threat that seem to indirectly 

support such an argument (Spencer et al. 1999). 

 

Saving appropriation: the parallel to affirmative action. While claiming that the WA is both 

valid and sound, I show that despite appeareances it does not constitute an argument in favor of 

silentism à la Anderson and Lepore (2013). I discuss a way to endorse the Warrant Argument, 

according to which reclaimed uses of slurs are just as problematic as standard derogatory uses of 

slurs, while still rejecting silentism. In particular, I discuss a parallel between appropriation and 

affirmative action. I will show how reclaimed uses of slurs can be accepted and allowed only if 

we understand them as remedies to power imbalances. Just as in the case of affirmative action, in 

order to balance an unjust mechanism, we introduce another form of countervailing injustice that 

is supposed, over time, to balance the initial one. In this framework, I shall interpret the empirical 

data provided by Galinsky et al. (2013) that speak in favor of the positive effect of appropriation. 
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A Classical Implicational Account of Semantic Presuppositions 

 

Abstract Presupposition is surely one of the most debated notions in the linguistic and philosophical 

literature.  Historically, there are two main theoretical approaches on presuppositions. According to 

the first one, the semantic view, presuppositions are semantic implications, that is, truth-conditional 

relations between propositions and statements. In this sense, presuppositions are considered as 

properties of sentences and a presupposed proposition is a necessary condition for the truth of the 

presupposing statement: if a sentence S presupposes a sentence P, then S entails P, and if P is false, 

then S is neither true nor false (cf. Strawson 1950, 1952, van Fraassen 1968, Keenan 1971). On the 

second approach, the pragmatic view, presuppositions are not properties of sentences but rather 

properties of speakers or of linguistic performances given a certain context of utterance (cf. Stalnaker 

1972, 1973, 1974, 1999, 2002). On this view, a presupposed proposition is a condition for the 

felicitous utterance of the presupposing statement in a given context.  

Traditionally, it is commonly assumed that presuppositions differ from classical entailments, as 

presuppositions, unlike classical entailments, project under negation. If we compare a context of 

entailment to a context of presupposition, we should see that entailments, but not presuppositions, 

disappear under negation, as shown in (1)-(2):  

  

(1) a. Beatrix killed Bill. 

           entails: ‘Bill is dead’ 

       b. Beatrix did not kill Bill. 

           does not entail: ‘Bill is dead’ 

 (2) a. The King of France is bald. 

           presupposes: ‘There is a King of France’ 

       b. The King of France is not bald. 

           presupposes: ‘There is a King of France’ 

 

The sentence in (1a) entails the proposition ‘Bill is dead’, whereas its negative counterpart in (1b) does 

not. On the other hand, it is assumed that the sentence in (2a) implies an existential presupposition 

(‘There is a King of France’), and that its negative counterpart in (2b) also does.  The assumption that 

presuppositions are constant under negation stems from the Strawsonian account of semantic 

presupposition (Strawson 1950; 1952: 175 ff.), as illustrated in (3):  

 

(3) The Strawsonian notion of semantic presupposition 

S presupposes P iff:  

(i) if S then it must be the case that P (= P is a truth condition of S);  

(ii) if ¬P then S has no truth-value (S is neither true nor false). 
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The claim was that in order to assign a truth-value (true/false) to S, P must be true. Therefore, the 

conclusion that both the sentence “The King of France is bald” and its negative counterpart “The King 

of France is not bald” must imply that “There exists a King of France”.  

If both S and the negation of S imply P, then modus tollens is assumed not to hold for this kind 

of implication, and presuppositions are clearly distinguished from classical entailments.  

This presentation aims at proposing a revision of the notion of semantic presupposition. 

Following Russell (1905; see also Sellars 1954), I argue that presupposition failure does not result in a 

lack of truth value, but rather in falsity, and that semantic presuppositions are classical entailments.  

Moreover, I claim that most standard cases of presupposition as discussed in the literature, but 

crucially not all cases, are classical entailments. I contend that factive verbs offer a paradigmatic 

example of this distinction, as the factivity related to know is semantic, hence a classical entailment, 

whereas the factivity related to regret is a merely pragmatic phenomenon. 

 

Keywords – Presupposition, Classical entailment, Constancy under negation, Factivity 
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Semantic externalism(s) and content transparency 
 
We examine the impact of various forms of content externalism on a transparency requirement borrowed 
from Boghossian (1994) and adapted to utterance contents. We conclude that a model that distinguishes at 
least two levels of meaning is required to account for what we take to be speakers’ intuitions about contents. 
 This paper is part of a wider project exploring a centred-worlds-based model of relativist semantics, 
on which contents are purely descriptive, with objects and individuals, not just worlds and times, occurring 
as elements of the circumstance of evaluation. One purported advantages of such a model is that it identifies 
a level of content which stands a much better chance of achieving transparency (Boghossian 1994, 2011) 
than models that assume Russellian propositions, which contain individuals as semantic values of referential 
terms. In this paper, however, our focus is on assessing the impact of various versions of content externalism 
on the transparency requirement, but as applied to linguistic or ‘utterance’ content, not mental content. This 
way, we are diverting Boghossian’s requirement from its intended initial object. We will distinguish four 
variants of externalism, Wittgensteinian, Burgean, Putnamian, and extended-indexicalist. These labels are 
indicative, and reflect only our preferred interpretation of the views of the above authors. 
 We take it that Wittgenstein (1953) defended an early variant of ‘social externalism’, as captured by 
his thesis that “meaning is use”. Consequently, meaning is distributed across the whole set of linguistic 
practices of a community of speakers and is never encapsulated in a precise definition in terms of necessary 
and sufficient conditions. Tyler Burge’s (1979) anti-individualism embodies a more recent variety of social 
externalism. Burge notoriously maintained that the meaning of the word arthritis is captured by the best 
description offered by contemporary scientific experts, a description that is not available to non-expert 
speakers, who defer to the experts for the meanings of the words they do not master completely. A third 
variety, ‘physical externalism’, which had been advocated a few years before by Saul Kripke (1972) and 
Hilary Putnam (1975), held that the meanings of words like gold or water depend on the actual nature of the 
very substances the words are intended to denote, whatever the descriptions provided by the current 
scientific experts. The implication is that experts too fall short of perfect mastery of certain categories of 
terms used by the community. 

We propose a fourth variety of externalism, dubbed ‘extended indexicalism’. Even though he argued 
for a “(social) division of linguistic labor”, thus apparently endorsing deference to current scientific experts, 
Putnam advocated physical externalism, i.e. an indexical rather than descriptive theory of reference for 
natural-kind terms (Liu 2002). Drawing upon him, we consider the possibility of doing justice to certain 
‘realist intuitions’ of speakers by arguing that social externalism, in its two variants, might always be made 
subordinate to some indexical externalism. On this hypothesis, all descriptive terms (even sortal or abstract 
ones, say, freedom) are seen as intended to capture phenomena that have a certain nature, which might lend 
itself to rigorous scientific investigation. It is in this ‘nature’ of the phenomenon, of which putative future 
experts may improve our knowledge, that the meaning of these descriptive terms resides. Current usage, or, 
when available, descriptions provided by current experts only approximate this meaning, in the same way 
that the descriptions that ordinary speakers have ‘in the head’ do (though less satisfactorily).   
 Now, Boghossian (1994) already pointed out that externalist accounts clashed with his transparency 
requirement on mental contents, and saw in this a reason to question the validity of the externalist theses.  
Boghossian (2011: 457) formulated a twofold transparency requirement: “(a) If two of a thinker's token 
thoughts possess the same content, then the thinker must be able to know a priori that they do; and (b) If two 
of a thinker's token thoughts possess distinct contents, then the thinker must be able to know a priori that 
they do”. To assess transparency of utterance contents, we replace two of a thinker’s token thoughts by two 
contents as understood by a speaker/addressee. In the following, we investigate whether such a clash also 
arises in connection with linguistic contents. Can it be maintained that speakers ‘know what they mean’, 
because they understand the meanings of the words they use – because these meanings are ‘in their heads’? 
We sketch answers to this question for each form of externalism identified above. We then discuss a fourth 
variety of externalism and assess it likewise. 
 Consider a speaker, Anna, who does not herself master the concept ARTHRITIS, as she assumes that 
arthritis can affect soft tissue as well as joints. Anna says (1): 
 

(1) Emile Ajar has arthritis in his thigh. 
 

On an internalist view of content, the truth-conditions of (1) represented as Russellian propositions  – which 
include the referents of referential expressions – will be something like (2). 

(2) [[1]] =  has a painful ailment affecting soft tissue or joints in  
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On such a basic internalist account, on which content is determined by the meanings stored in the speaker’s 
mental lexicon, (1) may come out true, thus clashing with strong intuitions that (1) is false: arthritis, it feels, 
cannot affect soft tissue. This provides an argument in favour of some version of externalism. To capture the 
intuitions behind externalism à la Wittgenstein or Burge, the content of an utterance of (1) can be represented 
as in (3), which gets the truth-conditions right. Dx(σ) is a notational device borrowed from Recanati (2000), 
which endows an expression σ with a different (‘deferential’) character, the semantic value that σ has for a 
community of users of some language L or for some relevant group of experts.  

(3) [[1]] =  has DENGLISH/EXPERTS(arthritis) in  
 

This means that the concept expressed by the token of arthritis in (1) is the concept that usage has fixed or, 
alternatively, that the best experts have fixed. On Burge’s picture some speakers, the experts, may entertain 
the very concept corresponding to arthritis; on Wittgenstein’s, the concept is not even possessed by anyone. 
In both cases our adapted transparency requirement is violated. If Anna said (or heard) (4) instead of (1), 
 

(4) Emile Ajar has a painful ailment affecting soft tissue or joints in his thigh, 
 

she would not be able to know a priori that (4) has a different content from (1). 
 The kind of physical externalism advocated by Kripke or Putnam affects natural-kind terms. As soon 
as an utterance contains one, the semantic value of such a term is fixed by ‘the world’. Thus, if Anna says (5) 
 

(5) Gold is less dense than lead, 
 

her understanding of the words gold and lead has no impact on the content of (5). Here again, she fails to 
have transparent access to the content of the utterance. 
 If one understands contents descriptively, as on the extended relativist model we are exploring, 
transparency is violated as well, on all three forms of externalism. On this model, the content of (1) will, very 
roughly, be represented as (6): 
 

(6) [[1]] = The F has ailment G in the F’s thigh 
 

However, to respect (social) externalist intuitions, there must be something in (6) that indicates that the 
ailment G has to be understood the way usage or the experts fix it. This necessarily introduces an indexical, 
referential, element that prevents the content from being entirely descriptive, hence from being transparent. 
Extended indexicalism obviously falls prey to the same problem.  
 The conclusion is clear: on all forms of externalism we have examined, content fails to be 
transparent. Yet, there must be a level of content that achieves some degree of transparency; otherwise it 
becomes impossible to account for the role of utterance contents in the behaviour of cognitive agents. The 
lessons of externalism must be reconciled with a moderate variant of the transparency requirement. We think 
we can achieve this extended indexicalism and its corollary theory of semantic deference (Author et al. 2007) 
are incorporated within the relativist semantic model we are currently exploring. This model allows us to 
distinguish between an ‘ideal semantic evaluation’ – based on public meanings to which, consciously or not, 
speakers defer – and a ‘subjective evaluation’ made by speakers themselves, based on their own conceptions 
of the meanings and referents of the expressions they are using. The former evaluation requires the 
identification of a ‘language parameter’ (corresponding to the x in Recanati’s deferential operator), i.e. the 
community of users to whom a speaker defers when performing a given language act. The latter evaluation is 
what supports a speaker’s own theoretical and practical reasonings. 
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Gender presuppositions in conditionals

Preliminary generalizations Cooper (1983) observes that free 3sg pronouns have indexical gender pre-
suppositions: they presuppose that their descriptive content (human male/female, nonhuman) is satisfied by
their referents in the actual world. Thus, one cannot utter (1-a) felicitously to say of a female individual x
that there is a possible circumstance in which x is male and American. Moreover, one cannot utter (1-b)
felicitously in a context in which one knows that Bill is male, but Jones believes that he is female:
(1) a. ??He could have been an American (pointing at Scarlett).

b. ??Jones believes that she (pointing at Bill) is a university professor.
Pronouns anaphoric to proper names also have indexical presuppositions. Thus, (2-b) is infelicitous and so
is (2-a) in a context where one knows Alex is male:
(2) a. ??Alexi could have recognized a conspirator near heri.

b. ??Johni didn’t realize that Alexj was male. Hei thought that shej liked himi. (Sharvit 2008)
(The indexical presuppositions disappear when the pronoun is bound under a modal, as argued by Del Prete
and Zucchi 2016, but we won’t address this issue here).

The problem with conditionals Conditional (3), uttered in a context in which the conversational agents
know that Sasha is female, supports the above generalization concerning the indexical presuppositions of
pronouns anaphoric to proper names:
(3) If Sasha1 were male, we would buy her1/??him1 a toy car.

However, this is not the case for (4) from Yanovich (2010), uttered in a context in which we don’t know
Sasha’s gender:
(4) a. If Sashai is male, I’ll buy himi a doll.

b. If Sashai is female, I’ll buy heri a toy car.
In (4), the presuppositions of the pronouns must be met in the closest world in which Sasha is male/female.
This contrast doesn’t just depend on (4-a)-(4-b) being indicative conditionals. Indeed, indicative predictive
conditional (5), like counterfactual conditional (3), requires the presupposition to be met in the actual world
(M. Kaufmann, p.c.):
(5) If Johni undergoes an operation to become female, we’ll buy himi/??heri a toy car.

Actually in conditionals Jackson (1987) points out that, while counterfactual (6-a) makes perfect sense,
the corresponding indicative in (6-b) is incoherent:
(6) a. If Oswald had not shot Kennedy, things would be different today from the way they actually

are.
b. ??If Oswald did not shoot Kennedy, things are different today from the way they actually are.

The same contrast also holds between counterfactuals and predictive indicatives, as the following examples
from Weatherson (2001) show:
(7) a. If Warren Beatty were to become the next president, things would be different from the way

they actually will be.
b. ??If Warren Beatty becomes the next president, things will be different from the way they

actually will be.
The moral Jackson draws from these examples is that indicatives, unlike counterfactuals, are not intensional:
they do not introduce a distinction between the closest world in which the antecedent is true and the actual
world. This is why the indicatives in (6-b) and (7-b) are incoherent: it cannot be that in the actual world
things are different from the way they are in the actual world. Jackson’s conclusion is that (6)-(7) are
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evidence for the material conditional analysis of indicatives. This analysis, however, runs into well-known
problems (see Sainsbury 2001, pp. 87-94 for a review). An alternative moral suggested by Weatherson
(2001) and Nolan (2003) is this: when using a counterfactual, the speaker evaluates the consequent in the
closest world in which the antecedent is true by taking for granted that this world is distinct from the actual
world; when using an indicative, on the other hand, the speaker evaluates the consequent in the closest world
in which the antecedent is true, by considering this world as actual. According to this alternative view, the
reason why (6-b) and (7-b) are incoherent is that the world referred to by “actually” is the closest world w
in which the antecedent is true and it can’t be that in w things are different from the way they are in w.

The proposal In a Kaplanian framework, the suggestion by Weatherson and Nolan amounts to regarding
indicative conditionals as monsters–they shift the context of utterance c to a context c′ relative to whose
world and time the antecedent is true (see Santorio 2012 for further evidence from the behavior of first
person pronouns that indicative conditionals are monsters). We propose the following semantics (given a
context c, “cw” and “ct” are short for the world and time of c):
indicative conditionals
[[if p, q]]c,g,w,t = 1 iff [[q]]c′,g,c′w,c′t

= 1, where c′w is the world closest to w such that [[p]]c,g,c′w,c′t
= 1, for

some c′ which, for all the speaker knows at < cw, ct >, might be the context she is in.
counterfactual conditionals
[[if p, q]]c,g,w,t = 1 iff [[q]]c,g,w′,t = 1, where w′ is the world closest to w such that [[p]]c,g,w′,t = 1.
Now contrasts (6) and (7) follow: “actually” refers to the world of the context, which for indicatives, but not
for counterfactuals, is the closest world at which the antecedent is true. Facts (4)-(5) are also expected. For
indicatives, the indexical presuppositions of the pronouns in the consequent must be met at a pair <c′w, c′t>,
which, for all the speaker knows in c, might be the world and time of utterance, where c′w is the world closest
to the actual world in which the antecedent is true at c′t. In the context of utterance of (5), John’s gender is
known to the speaker to be male at the utterance time, thus John is male at <c′w, c′t> and the presupposition
of “her” isn’t met. In the context of utterance of (4-a), Sasha’s gender is not known, and Sasha is required
to be male at <c′w, c′t>, thus the presupposition of “him” is met. By a parallel reasoning, the presupposition
of “her” is met for (4-b). We’ll discuss this proposal vis a vis recent proposals by Yalcin (2015), Mackay
(2017) that argue against “actually” being an actuality operator.
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Names are Polyreferential

Abstract

Although the view that sees proper names as referential singular terms
has widely been considered orthodoxy, there is a growing popularity to the
view that proper names are predicates. This is partly because the ortho-
doxy faces two anomalies that Predicativism can solve: on the one hand,
proper names can have multiple bearers, i.e., for most names there are many
individuals called that name. But multiple bearerhood is thought to be
problematic for the view that proper names are singular terms because a
standard assumption about singular terms is that they are terms that have
just one semantic referent. But if names have multiple bearers the issue
arises of deciding which one of the bearers of a given name is its semantic
reference. On the other hand, as Burge (1973) noted, proper names can
have predicative uses. But the view that proper names are singular terms
arguably does not have the resources to deal with Burge’s cases.

Predicativism can straightforwardly deal with the anomalies mentioned
before. If proper names are predicates then they are the kind of term that
can be true of many individuals. Thus, there is nothing surprising about the
fact that proper names can have multiple bearers. Furthermore, if proper
names are predicates, then predicative uses of proper names are not prob-
lematic, there are just the standard case. As well as dealing with these
anomalies, it is claimed that the predicate view can successfully account for
referential uses of proper names while still treating them as predicates, thus
providing a uniform semantics of proper names.

However, referentialists have counter-challenged Predicativism by calling
attention to additional data concerning the behaviour of proper names that
cannot be accounted for within the predicativist‘s unified semantics. These
are Jeshion‘s examples — i.e., common noun uses of proper names that that
are semantically different from the predicative uses introduced by Burge
(Jeshion, 2015) — and adjectival and verbal uses (Delgado, 2011, 2016).

Thus, an adequate theory of proper names should account for multiple
bearerhood and Burge‘s predicative uses but also should account for the
additional data introduced by referentialists.

The view I defend accounts for multiple bearerhood in a way that pre-
serves the referentialist‘s contention that proper names are fundamentally
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referential singular terms. In my view, proper names are polyreferential, i.e.,
they are single words that have more than one referent. The view rejects the
assumption that reference for proper names is a one-to-one relation between
the name and its referent; instead I claim that reference for proper names is
one-to-many: a name is referentially related to each one of its bearers. Thus,
proper names are still singular terms even thought they are polyreferential:
because their fundamental semantic property is still that of referring ; and
they contribute individuals to propositional content directly.

In addition, I argue that my account is superior to Predicativism as well
as other referentialist‘s views, in adequately accounting for all the uses of
proper names mentioned so far. I claim that proper names are referential
singular terms fundamentally, and show that their referential meaning is the
base meaning from which every other use is semantically derived.
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The Logical Geometry of Russell’s
Theory of Definite Descriptions

In this paper I will study Russell’s famous theory of definite descriptions (hence-
forth: ‘TDD’) in terms of the Aristotelian diagrams it gives rise to. Russell ana-
lyzed sentences of the form ‘the A is B’ in terms of the existence, uniqueness and
universality conditions. I will first argue that each definite description gives rise
to four logically distinct formulas, depending on the scope of the negation(s), and
show that these four formulas jointly constitute a classical square of opposition
(cf. Figure 1 below). The Boolean closure of this square is a so-called Jacoby-
Sesmat-Blanché hexagon, which can be seen as highlighting the role of the exis-
tence and uniqueness conditions in Russell’s TDD. Next, I will discuss the con-
nection between the Aristotelian square for TDD and the traditional Aristotelian
square for the categorical statements. After arguing that the latter is already im-
plicitly present in the former, I integrate both into a single Aristotelian diagram,
viz. a so-called Buridan octagon (cf. Figure 2 below), which can be seen as high-
lighting the role of the universality condition in Russell’s TDD. Finally, I will study
the exact influence of the existence and uniqueness conditions on Russell’s TDD
by moving from ordinary first-order logic (FOL) to two stronger logical systems,
SYL and SYL∗, and showing that this causes the Buridan octagon to turn into a
so-called Lenzen octagon or to collapse into a classical square again.

There thus exists an extensive and multi-faceted interaction between Russell’s
theory of definite descriptions on the one hand, and logical geometry (i.e. the con-
temporary study of Aristotelian diagrams as objects of independent interest) on the
other. Throughout the paper I will emphasize the fruitfulness of this interaction,
both from the perspective of Russell’s TDD and from that of logical geometry.

From the perspective of philosophy of language, I will illustrate the great
heuristic value of this diagrammatic analysis by pointing out several new insights
that are relevant for TDD. For example, constructing a complete square of opposi-
tions leads us to consider the doubly-negated formula ¬[the x : Ax]¬Bx —in the
more usual notation of first-order logic: ¬∃x(Ax ∧ ∀y(Ay → y = x) ∧ ¬Bx).
This formula does not seem to have been studied before in the literature on TDD,
but I will show that it can be seen as a ‘weak’ version of the ordinary definite
description statement [the x : Ax]Bx, and discuss some connections with the re-
cent literature on self-predication principles (i.e. principles of the form ‘the A is
A’). Furthermore, while the difference between the formulas [the x : Ax]¬Bx and
¬[the x : Ax]Bx is usually drawn in a strictly syntactic fashion (relying on the
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notion of scope), I will make use of (i) bitstring semantics and (ii) Seuren and
Jaspers’s Principle of Complement Selection from natural language semantics to
provide a more semantic characterization (as negations of [the x : Ax]Bx relative
to two different logical spaces). Finally, by studying logical systems in terms of the
Aristotelian diagrams that they give rise to, we introduce a new layer of abstrac-
tion, which might be helpful for drawing connections between logics that prima fa-
cie have nothing to do with each other; for example, I will highlight an unexpected
connection between SYL∗ (cf. supra) and public announcement logic, by showing
that both logical systems give rise to ‘vertically flipped’ Aristotelian squares.

On the other hand, from the perspective of logical geometry, I will emphasize
that TDD is a rich source of philosophically interesting decorations for a wide vari-
ety of Aristotelian diagrams (e.g. the classical square of opposition, but also various
types of hexagons, octagons, etc.). These Aristotelian diagrams serve as perfect il-
lustrations of various logical phenomena that are studied more systematically in
logical geometry. For example, we will see that a single family of Aristotelian
diagrams can have several Boolean subtypes: some of the Aristotelian diagrams
we construct turn out to have the same Aristotelian properties, but vastly different
Boolean properties (e.g. Boolean closure size). Furthermore, we will encounter
several manifestations of the logic-sensitivity of Aristotelian diagrams: when a
single set of formulas (viz. the 4 definite description formulas and the 4 categorical
statements) is analyzed in different logical systems (viz. FOL, SYL and SYL∗), it
can give rise to Aristotelian diagrams that (i) belong to different Aristotelian fam-
ilies (Buridan octagon vs. Lenzen octagon vs. classical square), (ii) have different
Boolean properties (having Boolean closures of size 26 vs. 25 vs. 23), and (iii) are
even of different sizes (octagon vs. square).

The final conclusion, therefore, is that despite Russell’s severe criticisms of
Aristotelian logic, there exists a highly fruitful interaction between one of the cor-
nerstones of precisely this logic—viz. the square of oppositions and its extensions
(as studied today in logical geometry)—and Russell’s own quintessential contribu-
tion to logical philosophy—viz. his theory of definite descriptions.
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A direction effect on taste predicates 

This paper reports some puzzling experimental results in the domain of predicates of personal 
taste and offers a tentative explanation of what might be going on. The results concern cases 
where people change their taste before they assess previous claims about what is tasty and what 
isn’t. It turns out that people’s responses significantly depend on whether they go from liking the 
thing in question to not liking it or the other way around. We suggest that these data can be ex-
plained in terms of a flexible form of relativism, according to which sentences like “This is tasty” 
are polysemous in that they sometimes express what standard forms of relativism predict and 
sometimes express what standard forms of contextualism predict. 

We presented one group of participants the following instructions (“not-like-to-like”): 

Picture yourself in the following scenario. 

Yumble is a new brand of bubblegum. You have never had a Yumble. One day you decide 
to try one. You don’t like the taste. You tell your friend Paul: 

“Yumble isn’t tasty.” 

A few weeks later, you and Paul meet at the check-out in the supermarket. Yumble hasn’t 
changed its taste, but you have now come to like it. You take a pack from the shelf. Paul 
says: 

“That’s funny, I have a clear recollection of you saying ‘Yumble isn’t tasty’ last time we 
met!” 

Subjects were then asked to rate how likely they would be to respond either by saying “What I 
said was true. Still, Yumble is tasty” or “What I said was false. Yumble is tasty.” In the scenarios 
described, subjects significantly preferred the “false” response. 

We presented another group of participants the following instructions (“like-to-not-like”):  

Picture yourself in the following scenario. 

Yumble is a new brand of bubblegum. You have never had a Yumble. One day you decide 
to try one. You like the taste. You tell your friend Paul: 

“Yumble is tasty.” 

A few weeks later, you and Paul meet at the check-out in the supermarket. Yumble hasn’t 
changed its taste, but you don’t like it anymore. When you refuse to buy Yumble, Paul 
says: 

“That’s funny, I have a clear recollection of you saying ‘Yumble is tasty’ last time we 
met!” 

Subjects were then asked to rate how likely they would be to respond by saying either “What I 
said was true. Still, Yumble isn’t tasty” or “What I said was false. Yumble isn’t tasty.” This time, 
subjects significantly preferred the “true” response. (We obtained similar results for cases where 
we replaced “Yumble is tasty” by “Yumble tastes good” and “Yumble isn’t tasty” by “Yumble 
tastes bad.”) 

These results are puzzling and no extant theory immediately predicts them. Take, for instance, a 
simple form of contextualism, according to which “X is/isn’t tasty” expresses the proposition that 
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X is/isn’t tasty according to the speaker’s current taste standard. On such a view, the “true” re-
sponse should be preferred in both cases. Take, on the other hand, a simple form of relativism, 
according to which “X is/isn’t tasty” expresses a relativistic proposition to the effect that X is/isn’t 
tasty. Whether one judges such a proposition as true or false depends on one’s present taste stand-
ard. Hence, the “false” response should be preferred in both of the above cases. 

We suggest the following view to explain the data: “X is/isn’t tasty” sometimes express the sug-
gested contextualist proposition and sometimes expresses the suggested relativistic proposition. 
A formal implementation of such a position can be found e.g. in (Stephenson, 2007). In the like-
to-not-like condition, the contextualist proposition is expressed so that the “true” response is pre-
ferred. In the not-like-to-like condition, the relativistic proposition is expressed so that the “false” 
response is preferred. 

Up to this point, the suggested account may seem ad hoc. Even if “X is/isn’t tasty” has a relativist 
and a contextualist interpretation, why do we choose different interpretations in the two conditions 
described? To explain this, we appeal to familiar accounts of the phenomenon of “negative 
strengthening” (e.g. (Horn, 1989: sec. 5.3)). Here is a well-attested observation: Suppose I say 
“It’s not clean.” This is naturally interpreted as conveying that it’s actually dirty. Suppose I say, 
“It’s not dirty.” This is naturally interpreted as conveying just that it’s not dirty, leaving it open 
whether it might not be clean either. Why is that so? The basic explanation Horn (1989) and others 
offer is that, when we want to convey a negative judgement, we often package it in an indirect 
way so as to appear politer. In the case at hand, we say “It’s not clean” instead of “It’s dirty” 
because the former has at least one interpretation were it is less negative than it is meant to be. 
This suggests the following principle: 

NEG When faced with an evaluative judgment, people tend to choose the least positive 
of all available interpretations. 

If people abide by NEG as a (defeasible) default, we can explain the suggested choice of inter-
pretations in the above “tasty” scenarios. 

Consider the case where our subjects start out by saying “Yumble is tasty.” On the view proposed, 
this claim has a contextualist and a relativist reading. The contextualist reading is less positive 
than the relativist one. For on the contextualist reading, the speaker just speaks about herself. On 
the relativist reading, she makes a proposal to update the common ground that can be accepted 
only if everybody likes Yumble (see e.g. (Stephenson, 2007: sec. 5)). By NEG, we choose the 
contextualist reading. Correspondingly, we end up judging what is said as true later when we’ve 
changed our taste standard. 

Consider now the case where our subjects start out by saying “Yumble isn’t tasty.” Once more, 
this has a contextualist and a relativist reading. This time, though, the relativist reading is less 
positive. On the relativist reading, the proposition expressed can be added to the common ground 
only if no one likes Yumble. On the contextualist reading, the speaker is merely giving to under-
stand that she herself doesn’t like Yumble. By NEG, we choose the relativist interpretation. Cor-
respondingly, we end up judging our claim to be false later when we have changed our taste 
standard. 
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Do we hear meanings (and should we care whether we do)? 

 
Upon listening to an utterance in a language she understands, a hearer typically becomes consciously 
aware of that utterance’s meaning (Fodor, 1983; Recanati, 2004; Smith, 2010). Experiences of 
utterance understanding are what surface to hearer’s consciousness in the course of language 
comprehension (Fodor, 1983; Hunter, 1998; Smith, 2010). They are often illustrated with the 
following contrast case. Suppose you hear someone uttering a sentence in your native language, for 
instance “Penguins spend about half of their lives in the oceans”. Now suppose everything is the same 
except that this person is speaking a language that is totally unfamiliar to you. This time, although the 
utterance expresses the same thing you have no idea what you have been told. The experience of 
listening to speech in a language you do not know differs from the experience of listening to speech in 
a language you understand and speak fluently (e.g. Siegel, 2006; Bayne, 2009; O’Callaghan, 2011; 
Dodd, 2014; Brogaard, 2016). Such experiences play a vital role in linguistic communication and they 
are a crucial basis for the beliefs we acquire as a consequence (Lackey, 2008; Audi, 2013; Peet, 2016). 
It is, therefore, of great importance to understand the nature and the epistemic role(s) of such 
conscious states of language understanding.  
 Recently the nature of experiences of utterance understanding has been a hotly debated topic. 
One influential position in this debate is the semantic perceptual view, which claims that properties 
like having meaning x can be perceived (Siegel, 2010; Bayne, 2009; Brogaard, 2016). As a result, 
recent debates in philosophy of language understanding have focused on the question of whether we 
can hear meanings, i.e. whether we can conceive of experiences of understanding as perceptual. 
Visual experiences of seeing shapes and colours are paradigm examples of perceptual experiences. 
Several features of experiences of language understanding suggest that they are interestingly similar to 
such paradigm perceptual experiences (Hunter, 1998; Fricker, 2003; Dodd, 2014). First, experiences 
of language understanding need not be veridical: a subject can have illusory meaning experiences. A 
classic example of meaning-illusion is found in Putnam’s scenario involving an ant that (accidentally) 
traces a line in the sand which has the shape WINSTON CHURCHILL (Putnam, 1981). We can’t help 
but experience it as a written proper name. Analogous examples involving full utterances are easy to 
imagine (e.g. Azzouni, 2013; p. 92). Moreover, hearers typically have no control over whether in 
listening to (or reading) an utterance they have the experience of understanding it or not. The 
involuntary, automatic nature of such experiences suggests that they are probably produced by fast, 
specialized mechanisms, similarly to the way perceptual experiences are produced (Fodor, 1983). 
Despite these apparent similarities, some philosophers have criticized the view that experiences of 
understanding are perceptual by emphasizing dissimilarities between such experiences and perceptual 
experiences (O’Callaghan, 2015; Prinz, 2011).  
 Can we hear meanings, just as we can see objects, and are experiences of language 
understanding perceptual? We still seem to lack a convincing answer. Importantly, it is unclear how 
we should answer this question in the light of facts about the psychological mechanisms underlying 
such states. Most philosophical debates have focused on their phenomenology (e.g. Siegel, 2010; 
Reiland, 2015) and have proceeded largely in isolation from relevant empirical results. In this paper I 
will argue that once we acknowledge several facts about the contents and psychological basis of such 
experiences, the likely answer to the question of whether we hear meanings is negative one. To 
support this claim I will develop and discuss two sets of considerations that speak against the idea that 
we can hear meanings. I will also suggest that the question may be of little importance and that the 
debate should focus instead on the important issue of their epistemic role(s).  
 First, I will investigate whether meaning is the kind of thing that could be perceived. I will 
propose that on several influential accounts of meanings (e.g. as abstract structured objects, Heim & 
Kratzer, 1998; as speakers’ complex intentional states, Grice, 1989) the answer to this question is 
likely to be ‘no’. The views that we perceive speakers’ mental states or abstract entities are equally 
controversial. Arguably, if the claim that experiences of understanding are perceptual is to have any 
substance, its proponents need to provide an account of the objects that would be perceived in 
language understanding. Without it we have little reasons to take seriously the claim that we hear 
meanings.  
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 Second, I will investigate whether the kind of process that delivers experiences of language 
understanding is likely to be described as perceptual. I will provide empirical evidence suggesting that 
the psychological basis of experiences of utterance understanding goes well beyond perceptual 
mechanisms such as those involved in speech perception (Carbonell & Lotto, 2015; Cutler, 2012; 
Schneider et al., 2014) and speech sound learning (Brogaard, 2016). Drawing on facts about their 
underlying psychological mechanisms I will propose that experiences of utterance understanding are 
complex entities involving: non-semantic (phonological, morphological etc.), semantic and pragmatic 
properties. To this effect, their production involves not only perceptual, but also cognitive processes 
(Smith, 2010; Lebois et al., 2015). The above evidence concerning psychological mechanisms behind 
such experiences seems to undermine the idea that they are best conceived as perceptual.  

Towards the end of my paper I will briefly discuss one recent proposal for motivating the 
claim that we hear meanings. Berit Brogaard (2016) has argued that we can become directly aware of 
meanings through auditory perception because experiences involved serve as immediate justifiers for 
our beliefs about what was said. The suggestion being, roughly, that we can derive the answer to the 
question about whether we hear meanings from the epistemic role they tend to play. I will argue that 
epistemological considerations cannot on its own support the claim that we hear meanings. But 
perhaps we need not settle on whether we actually do? It seems that nothing much depends on whether 
we hear meanings, so long as we have relevant experiences of language understanding. I will end by 
suggesting that given the above presented arguments we can leave aside the question of whether we 
can hear meanings and focus, indeed, on investigating the epistemic role(s) of such experiences, as 
they figure in linguistic communication.  
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The Nature of the Fundamental Doxastic State 
Suppose that Sally is a typical (human) doxastic agent. Like most of us, Sally believes that there is an 
external world filled with concrete objects. She also believes that the force needed to accelerate such 
an object is a function of its mass and acceleration, though she is somewhat more confident that there 
are external objects to accelerate than she is in any physicist’s equations. She reserves some doubt 
that physicists have gotten something wrong, but she’s highly confident that physicists exist. 

I take it that my very partial description of Sally’s overall doxastic state should be intelligible to 
the ordinary English speaker. I haven’t used any esoteric jargon, and one doesn’t have to be a philos-
opher to grasp what was said. But note that the description involved attributing to Sally three prima 
facie distinct kinds of doxastic state, distinguishable by the following characteristic forms: 

(i) α believes that P,  
(ii) α is highly [alt: fully / somewhat / a little / etc.] confident that P  
(iii) α is more [alt: less / just as / etc.] confident that P than that Q 

We can call the kind of state attributed by (i) an outright belief. It is perfectly natural, and very stand-
ard, to think of outright belief as involving a relation between a subject α and an individual 
proposition P. The kind of state attributed by (ii) we can call partial belief. On the face of it, partial 
beliefs seem to have more structure than outright beliefs: they look like they involve a relation be-
tween a subject α, a proposition P, and a degree x.1 Finally, the kind of doxastic state picked out by an 
attribution of the form (iii) belongs to the class of comparative beliefs. This class includes states like 
α’s taking P to be more likely than Q, just as likely as Q, at least as likely as Q, and so on. And again, 
comparative belief states seem to have a different structure than outright beliefs, involving this time a 
relation between a subject α and an ordered pair of propositions (P, Q). 

I think it’s fair to assume that Sally has all three kinds of doxastic state. (She may indeed have oth-
er kinds of doxastic state which aren’t adequately captured by any attribution of the forms (i) through 
(iii).) We don’t gain anything by insisting that one or more of these kinds of state don’t exist; each 
seems like it could be used to provide an interesting description of how Sally takes the world to be. 
However, it’s also entirely fair to think that Sally may have some of these states purely in virtue of 
having some of the others. There is no need to posit multiple distinct systems of doxastic representa-
tion all situated in Sally’s head where we can get by with one, and a parsimonious account of the 
doxastic attitudes as a whole would plausibly posit a single basic or fundamental kind of state from 
which the others could be systematically derived. The question to ask, then, is which—if any—of the 
three kinds of doxastic state that we’ve distinguished is fundamental? 

A lot has been written about the relationship between partial beliefs and outright beliefs. On the 
one hand, there are compelling reasons to treat partial beliefs as more fundamental than outright be-
liefs. Partial beliefs are better placed than outright beliefs to account for the normative role of logic in 
reasoning (Christensen 2004); they help us to characterise the role of graded epistemic modals in 
communication in a way that outright beliefs seemingly cannot (Yalcin 2012); they are central to con-
temporary work on rational decision-making, and equally central to empirically successful models of 
(amongst other things) vision, language processing, categorisation behaviour, causal reasoning and 
other forms of common-sense reasoning (e.g., Anderson 1991; Chater and Manning 2006; Griffiths 
2007; Kemp and Tenenbaum 2009; Griffiths and Tenenbaum 2011); and the additional structure that 
partial beliefs appear to have generate well-known problems with proposals for reducing partial be-
liefs to outright beliefs (e.g., beliefs about chances). On the other hand, there are deep and still 
unresolved problems with ‘threshold’ theories for reducing outright beliefs to partial beliefs. 

This paper does not address the relationship between partial belief and outright belief. Instead, it 
looks at the relationship between comparative belief and partial belief. Amongst Bayesians, the (large-
ly unspoken) orthodoxy has for decades been that comparative beliefs are more fundamental than 
partial beliefs. Call this position ordinalism; its primary contrast is with cardinalism, the position that 
                                                      

1 We can remain somewhat neutral about the character of the degrees x. In orthodox Bayesian theories, it’s as-
sumed that x can take any value in the [0,1] interval of the reals (and nothing else). But this assumption doesn’t seem 
to be baked into folk theorising about the mind, and it’s certainly not universally adopted in empirical psychology. 
What matters for present purposes is just that the degrees—whatever they may be and however they may or may not 
be numerically represented—can be placed into some non-trivial ordering. 
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partial beliefs are more fundamental than comparative beliefs. According to ordinalism, it is possible 
to give a full and complete specification of a subject’s doxastic state entirely in terms of comparative 
beliefs. When we attribute partial beliefs to a subject, we are ultimately describing her as having a 
(total) comparative belief structure which satisfies a certain property—e.g., for Sally to be fully confi-
dent that P, for instance, is for Sally to have comparative beliefs such that P is ranked at least as high 
as everything else, and just as high as an obvious tautology like if P then P. 

Despite its venerable status, it is hard to find thorough discussion regarding the relative merits of 
ordinalism and cardinalism. Historically, ordinalism was motivated by a thorough-going behaviour-
ism, of the form that no one still holds today. In the contemporary literature, proponents of ordinalism 
are generally much more concerned with showing that it’s possible to reduce partial beliefs to com-
parative beliefs (under certain precisely specified conditions), but very little has been said about why 
we should want to. Moreover, cardinalism has strong prima facie appeal. If partial beliefs can be rep-
resented using real numbers—as they are on the vast majority of models—then once you fix all of the 
facts about a subject’s partial beliefs, you ipso facto fix all of the facts about her comparative beliefs. 
From partial beliefs, you get comparative beliefs for free. So why would anyone be an ordinalist? 

After setting up the debate, I will develop a novel line of argument in favour of ordinalism, which 
undercuts the simple case for cardinalism just outlined. The argument begins with the observation that 
any minimal specification of a subject’s partial beliefs will force her comparative beliefs to satisfy 
certain basic structural conditions—conditions which, arguably, they need not satisfy. If so, then it is 
possible for a subject to have comparative beliefs in the absence of partial beliefs, implying that the 
latter cannot be more fundamental than the former. Given the additional observations that one cannot 
have partial beliefs in the absence of comparative beliefs, we have enough to rule out cardinalism as a 
viable answer to the basic question of fundamentality. 

As we will see, the strength of the argument rests on just how minimal a specification of a sub-
ject’s partial beliefs can be: the fewer the constraints we place on such a specification, the harder it 
will be to argue that α’s comparative beliefs can conceivably fail to satisfy the requisite structural 
conditions. Drawing on the work of Lewis and Davidson, I conclude with some reasons to be optimis-
tic about ordinalism. 
 
Anderson, J.R. 1991. The Adaptive Nature of Human Categorization. Psychological Review. 98, p409. 
Chater, N. and Manning, C.D. 2006. Probabilistic Models of Language Procesing and Acquisition. Trends in 

Cognitive Sciences. 10, pp.335-344. 
Christensen, D. 2004. Putting Logic in its Place: Formal Constraints on Rational Belief.  Oxford University 

Press. 
Griffiths, T.L. 2007. Topics in Semantic Representation. Psychological Review. 114, p211. 
Griffiths, T.L. and Tenenbaum, J.B. 2011. Predicting the Future as Bayesian Inference: People combine prior 

knowledge with observations when estimating duration and extent. Journal of Experimental Psychology: 
General. 140, p725. 

Kemp, C. and Tenenbaum, J.B. 2009. Structured Statistical Models of Inductive Reasoning. Psychological 
Review. 116, pp.20-58. 

Yalcin, S. 2012. Bayesian Expressivism. Proceedings of the Aristotelian Society. 112, pp.123-160. 
 

Elliott
The Nature of the Fundamental Doxastic State 8-3-1

56



1 
�

It’s a wonder-ful world. On our language about the attitudes 
 
 
 
 
1. Propositionalism and sententialism 
It is widely agreed that ‘that’-clause attributions such as  

(1) Robinson Crusoe believes that Poll is a parrot 
(2) Robinson Crusoe fears that the cat is on the mat 

are of the form R(a,b) and express the holding of a relation: a relation of belief between Robinson 
Crusoe and the denotation of the ‘that’-clause ‘that Poll is a parrot’ in (1), a relation of fear between 
Robinson Crusoe and the denotation of ‘that the cat is on the mat’ in (2), and so on. Since the same 
‘that’-clause can be the object of the various different attitude predicates, as shown by the fact that 
we say that Robinson Crusoe believes what Friday knows, or that Robinson Crusoe will confess 
something Friday will find hard to believe, it is also widely agreed that ‘that’-clauses always denote 
entities of the same kind, whatever they are, no matter in the context of what predicate they occur. 
In this talk, we will assume, in good company, that this is all correct.  

The question we will focus on is the one that immediately arises from these assumptions, i.e. 
what these entities denoted by ‘that’-clauses are. Traditionally, two main options have been put 
forward: propositions and sentences. Because propositions are the meanings of sentences, the two 
options are then to take the relations expressed as holding by sentences such as (1) and (2) to be 
either toward something that has meaning (sentences), or toward something that is meaning 
(propositions).  
 
 
2. How to choose? 
Each of sententialism and propositionalism has its problems but, as I will show, none of the usual 
criticism is conclusive so that, with Thomason, I will urge that “philosophical debate on the 
semantic status of complements of verbs such as believe has produced something like a stalemate” 
(1975: 235). How to adjudicate between the two accounts, then? Thomason suggested that since we 
are in a stalemate, “it may be well to consider evidence from fresh quarters that bears on this issue” 
(ibid.). The purpose of this paper is to follow Thomason’s wise suggestion and in order to make 
progress in the old debate as to what ‘that’-clauses denote, we will consider the evidence that comes 
from ‘wh’-clauses and the attributions they occur in, such as  

(3) Robinson Crusoe knows whether Poll will be back  
(4) Robinson Crusoe wonders what Poll is thinking.  

 
 
3. The evidence from the fresh quarters 
We will first see why ‘wh’-clauses and ‘wh’-attributions can indeed count as fresh quarters that bear 
on the issue of what ‘that’-clauses denote. Put differently, we will see that a homogeneous treatment 
of ‘that’- and ‘wh’-clauses is natural, very plausible and methodologically welcome. According to 
this homogeneous treatment, according to sententialism ‘wh’-clauses denote questions intended as 
linguistic items, while propositionalism takes ‘wh’-clauses to denote answers, which are 
propositions.  

We will then see that there are good reasons to think that ‘wh’-clauses denote questions, as in 
accordance with sententialism:  

(i) the ascriber might not know the answer;  
(ii) there might be no correct answer;  
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(iii) in some cases there might not be enough correct answers; 
(iv) in other cases there might be too many answers.  

 
 
4. Conclusion 
Many discussed ‘that’-attributions, such as 

(1) Robinson Crusoe believes that Poll is a parrot. 
Many discussed propositionalism for ‘that’-clauses. A few discussed ‘wh’-attributions, such as 

(3) Robinson Crusoe knows whether Poll will be back.  
This is surprising. In the end attributions like (3) are as common as attributions such as (1). A few 
discussed sententialism for ‘that’-clauses. But nobody discussed sententialism for ‘wh’-clauses. This 
is a real shame. First of all, because sententialism seems to be the account on the right track for 
‘wh’-attributions. Secondly, we cannot prove once and for all that ‘that’- and ‘wh’-clauses should be 
treated homogeneously but, as we will have seen, the extensions of sententialism and 
propositionalism to ‘wh’-clause attributions we will have sketched are the natural results of how the 
two accounts treat ‘that’-clauses. Therefore, even if not necessarily or automatically, the fresh 
quarters of ‘wh’-clause attributions and of the attitudes those attributions attribute seem to show 
that sententialism might be the account on the right track also for ‘that’-clause attributions. The 
old, famous debate about what ‘that’-clauses denote then seem to have a winner, and the winner is, 
quite unexpectedly, sententialism.  
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An Action-Based Theory of Picture Perception 
 
On the one hand, a crucial result of philosophy of perception has been the avowal of the presence of crucial basic 
relations between vision and action (henceforth: BVS): (1) Vision is crucial for action guidance (Gibson 1979/1986; 
Milner and Goodale 1995/2006); (2) Vision is a form of action: movement leads the observer to visually appreciate 
structured and familiar patterns of change in the sensory stimulation with respect to the way this movement is performed 
(O’Regan and Noë 2001; Noë 2004). (1) recalls the notion of ‘vision-for-action’, which subserves the perception, 
conscious (Nanay 2013; Ferretti 2016b; Briscoe 2009) or unconscious (Brogaard 2011), of action possibilities offered by 
objects (Ferretti 2016a, 2016b, 2016c); (2) is related to the notion of ‘sensorimotor understanding’, which can also be 
conscious or unconscious (Noë 2004). From the BVS we can build several ‘action-based theories of perception’ (Briscoe 
and Grush 2015). On the other hand, one of the most important enterprises of philosophy of perception is to define what 
perceptual state we are in during picture perception (Nanay 2011, 2017; Hopkins 2012; Ferretti 2016a, 2016c) and what 
makes it different from face-to-face perception. Unsurprisingly, the literature on picture perception and the one about the 
BVS remain completely separated – with some brief exception (Ferretti 2016b, 2016c; Nanay 2010a, 2011a): there is a 
clear sense in which object in pictures are not salient for action. Here I argue that pictures and action are strictly related. 
Here is the rationale. First of all, we know that: (a) Perception is linked to action – from (1) and (2). And that: (b) Pictorial 
representations are perceptual (Nanay 2011, 2015, 2017; Ferretti 2016a, 2016c, 2017). (a) and (b) lead to the following 
question: if perception – not only its development, but also its exercise (Noë 2004) - grounds on action, how can we 
account for picture perception without mentioning the BVS? Here I develop the first ‘action-based theory of picture 
perception’ (henceforth: ABP), which is able to recollect these two crucial research fields in the current philosophy of 
perception and to explain why ‘the pictorial needs the motoric’. Note that (1) and (2) are related to the following two 
ideas: (3) Vision is always egocentric - it is related to the observer’s point of view (see Briscoe 2009). And, (4) Action 
guidance (cfr. 1) is performed toward objects presented within the observer’s peripersonal action space (see Ferretti 
2016a, 2016b, 2016c). (3) and (4) are crucially related to (1) and (2). I first address this relation (§1). Then, I suggest (§2) 
that the BVS are crucial to explain how picture perception is possible and why it is different from face-to-face perception. 
Thus, an account of picture perception cannot be conceived apart from the BVS. And this explains why we should go for 
an ABP. Before cashing out this account, I specify some background assumptions. Picture perception is given by the 
simultaneous occurrence of (i) perception of a surface (S) and (ii) perception of the depicted object (D). Since evidence 
suggests that both (i) and (ii) can be unconscious (Nanay 2011, 2017), and since, in everyday life, most of the time, (i) is 
unconscious, while we are visually consciously focused only on (D) (Nanay 2011, 2017), we can endorse that, in usual 
picture perception (i) is usually unconscious while (ii) is usually conscious (Ibid.). But an unconscious (i) can influence 
the way in which we obtain a conscious (ii) (Nanay 2017: 5.1). In (§3) I embed this idea of simultaneity within an ABP, 
by linking simultaneity to the BVS. My claim is that picture perception is possible because we can perform the 
representations described by the BVS on (S), but we can’t equally perform them on (D): (α) we visually represent that 
there is a (S) we can act on (1), which is represented in egocentric terms (3) and localized as falling within our 
peripersonal action space (4), and with respect to which we can have a sensorimotor understanding (2). In (§4), I explain 
the implications of (α). Of course, in usual picture perception: (β) D can be quasi-egocentrically consciously represented 
(Briscoe 2009: 447) (3), and unconsciously represented as offering action properties (Ferretti 2016c) (1) because they can 
be unconsciously localized as apparently falling in the peripersonal action space (Id.) (4). But when (α) is the case, even if 
(β), there is no risk to be deceived that D is a real, present one, like in trompe l’oeil-like situations. When (α) is the case: 
(α1) there is no sensorimotor understanding of (D), but only of (S) (Nanay 2010): we can change spatial position in 
relation to (S), but this spatial shift does not reflect any change in (ii) (Nanay 2010, 2011: 471, 2017: 5.1; Hopkins 2012: 
657); (α2) action possibilities, as well as peripersonal and absolute egocentric localization, can be attributed, at least 
unconsciously (but also consciously) only to S (Ferretti 2016c). Conversely, when (α) is not the case, because (S) is not 
visible, (D) looks, to our visual consciousness, like a real, present object we can interact with (cfr. 1) and which falls in 
our peripersonal action space (cfr. 4) and concerning which we have the impression of sensorimotor understanding (cfr. 2) 
and absolute egocentric localization (cfr. 3) (Ferretti 2016c; Vishwanath 2014). This is what actually happens in the case 
of trompe l’oeil perception: the representations described by the BVS are related to (D), not (S), because (S) cannot be 
tracked by our visual system (Id.). In (§5) I point out that, though it is not necessary to explain whether the 
representations described by the BVS concerning (i) - (cfr. α) - have to be conscious or unconscious, it seems reasonable 
that they are at least unconscious. Indeed, following the idea of simultaneity exposed above, during trompe l’oeil 
perception, not only there is no conscious (i), but we do not have also an unconscious (i): i.e., we cannot rely on any (i). If 
we had an at least unconscious (i), this would equate - following the notion of simultaneity reported above - normal and 
trompe l’oeil picture perception concerning the behavior of (i) (which is, for both of them, unconscious) and (ii) (which 
for both of them is conscious). But this would leave unexplained why, nonetheless, only the trompe l’oeil fosters the 
feeling of presence. So, trompe l’oeil is obtained due to the lack of any (i). Therefore, the representations described by the 
BVS we need to perform on (i) in order not to fall in a trompe l’oeil situation must be, at least, unconscious. And this 
allows, in usual picture perception, to remain consciously focused on (D), with the possibility to shift consciousness on 
(S); something not possible with trompe l’oeil (Ferretti 2016c; Nanay 2015). Thus, that an unconscious (i) can influence 
our conscious (ii) also holds for the representations described by the BVS: the presence of at least unconscious 
representations described by the BVS related to S (α) avoids falling in illusory pictorial situations à la trompe l’oeil, in 
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which our conscious vision is fooled that, in (ii), (D) is real and present. As a result, in usual picture perception, we 
consciously perceive the possibility of action performance (1), peripersonal (4) and absolute egocentric localization (3) 
and sensorimotor understanding (2) only concerning (S) – which is the unique component perceived as real and present - 
but not with (D) (Ferretti 2016c); though, again, (β) can coexist with (α). Accordingly, the perceptual representations 
described by the BVS occurring in (α) can sometimes be conscious (Nanay 2011, 2015, 2017). This is compatible with 
our empirical informed accounts of picture perception (Nanay 2011, 2015; Ferretti 2016a, 2016b, 2017). Summing up, the 
at least unconscious representations described by the BVS register the presence of (S) we can perform them on. This is 
sufficient to avoid the impression of the possibility to consciously perform them on (D). Therefore, the BVS are not only 
crucial in face-to-face perception, but they are also crucial for us to reach picture perception – and when they are fooled in 
picture perception, we fall victim of trompe l’oeil illusions. Thus, we need an ABP to explain the peculiar nature of 
pictorial experience. And while in face-to-face perception they are (only) related to a real object, in picture perception 
they are crucially related to (S), which visually encodes D (cfr. α) – though they can be, to some minimal extent, also 
related to D (β)1. 
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Making sense of self talk 
 
 
People talk not only to others but also to themselves. The self talk we engage in may be overt 
or covert, and supports a variety of higher cognitive functions, including reasoning, problem 
solving, planning and plan execution, attention, and motivation (Winsler 2009). When talking 
to herself, a speaker borrows linguistic devices from her mother tongue, originally designed 
for interpersonal communication, and employs them to communicate with herself. This 
transition from social talk to self talk is reflected in our folk psychology: wondering if it will 
rain tomorrow, I “ask myself” whether it will  rain; I “tell myself” to do the dishes and 
“promise myself” an espresso when I’m done; I “remind myself” to lock the door when 
leaving my office; and so on. Asking, telling, promising, and reminding are originally social 
acts, but when addressed not to others but oneself, they come to function as modes of 
thinking: wondering, making up one’s mind, motivating oneself, and so on. How is this 
possible? 
 To answer that question, we need a theory of language and communication that allows us 
to explain how the same linguistic devices can be used to communicate with others and 
oneself. According to the received view, language primarily serves to transfer information 
between people: communication is information exchange. There can hardly be any doubt that 
this is what language does, and that it is important. However, the information-based view fails 
to explain the apparent continuity between social talk and self talk, and the developmental 
transition from the former to the latter; for what could be the point of exchanging information 
with oneself? Therefore, I propose that instead of focusing on information exchange, 
communication is better viewed as a form of social interaction in which speakers negotiate 
commitments between each other. On this account, the primary purpose of social talk is to 
make commitments to others, while self talk serves to make commitments to oneself. 
 Viewing commitment as a three-place relation C between two individuals, a and b, and a 
propositional content ϕ, I read Ca,b(ϕ) as “a is committed to b to act in accordance with ϕ”, 
and hypothesise that every speech act creates a commitment of this form, where a is the 
speaker and b the addressee. Promising is the paradigm case. If Don promises Mel to do the 
dishes, for instance, his speech act brings it about that CDon,Mel(Don will do the dishes). Due 
to Don’s committing himself in this way, Mel becomes entitled to act on the premiss that Don 
will do the dishes, and thus Don’s commitment helps Mel to coordinate her actions with 
Don’s. That’s what commitments are for: they are coordination devices. Other speech act 
types are analysed along the same lines. 
 Commitments divide into two main categories: telic and factual (cf. Walton and Krabbe 
1995). Don’s promise creates a telic commitment: it is his goal to do the dishes. Statements 
create factual commitments. If Don tells Mel, “Vlad sent me such a sweet Christmas card”, 
the content of his commitment is a proposition about the past, but it constrains his future 
actions, for Don is now committed to act in the future on the premiss that Vladimir sent him a 
Christmas card in the past. 
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 Whereas in social talk, speakers make commitments of the form Ca,b(ϕ), where a ≠ b, in 
self talk, speaker and addressee coincide, and therefore a = b. Thus, self talk creates private 
commitments, whose purpose is to enable the speaker to coordinate his own actions. For 
instance, by promising himself, “I’ll do the dishes”, Don makes a commitment to himself to 
do the dishes, which enables him to coordinate his own actions, for instance, by avoiding to 
act in a way that might prevent him from doing the dishes. 
 Like all commitments, private commitments are either telic or factual. Private telic 
commitments are intentions: if Don is committed to himself to do the dishes, then he intends 
to do the dishes (cf. Bratman 1987). Private factual commitments are beliefs: if  Ca,a(ϕ), and 
a’s commitment is factual, then a accepts that ϕ is the case, and acts accordingly. To illustrate 
how self talk might give rise to such commitments, consider the following case. Mel is trying 
to remember where her phone is. She weighs and rejects various possibilities, until she finds 
herself left with one option only, and concludes: “It’s in the kitchen.” By telling herself that 
her phone is in the kitchen, Mel addresses a statement to herself, thus creating a private 
factual commitment to act in accordance with the premiss that her phone is in the kitchen. 
That is to say, Mel has formed the belief that her phone is in the kitchen. 
 To sum up, unlike the received view which defines communication as information 
exchange, the commitment-based view provides a unified treatment of other-directed and self-
directed speech acts. It predicts that addressing speech acts to oneself is a way of creating or 
renewing private commitments, that is, commitments of the form Ca,a(ϕ), which will be either 
intentions or beliefs. This explains how what is originally a social act can come to function as 
a mode of thinking.  
 Although I have contrasted my commitment-based approach to communication with the 
information-based approach, and argued that the latter is ill-equipped for dealing with self talk, 
this was not meant to imply that the two views are incompatible. Just as it can hardly be 
denied that speech acts cause commitments on the part of the speaker, there is little reason to 
doubt that they carry information between people. If this much is true, the two views are 
trained on different aspects of communication, and complement each other. Still, I argue that 
commitments come first, both in communication with others and oneself. 
 
 
References:  Bratman, M. E. 1987: Intention, plans, and practical reason. Cambridge, Massachusetts: 
Harvard University Press. • Walton, D. N. and E. C. Krabbe 1995: Commitment in dialogue: basic 
concepts of interpersonal reasoning. Albany: State University of New York Press. • Winsler, A. 2009: 
Still talking to ourselves after all these years: a review of current research on private speech. In A. 
Winsler, C. Fernyhough, and I. Montero (Eds.), Private speech, executive functioning, and the 
development of verbal self-regulation, pp. 3–41. Cambridge University Press. 
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Introspection without Judgment 

This paper is about introspection of phenomenal states, i.e. the process through which one can form 
beliefs about the phenomenology of one’s current conscious experience. In thinking about this kind of 
introspective process, we can distinguish the act of introspecting from the product of that act. Much 
of the literature on introspection seems to assume that the product of an introspective act is always an 
introspective judgment, or belief. Accordingly, the debate revolves around the nature and epistemic 
features of introspective judgments. I suggest that reflection on these questions would benefit from a 
more fine-grained characterization of the products of introspective acts. We should think of the 
immediate product of an introspective act (a product is immediate iff it does not depend on any 
intermediary products) as an introspective state, where ‘introspective state’ is a more general and 
more theoretically neutral notion than ‘introspective judgment’. It may be, of course, that all 
introspective states are judgments. Here, however, I argue that there is a kind of introspective state 
that is not a judgment. I suggest that two different kinds of introspective state should be distinguished: 
one conceptual and possibly propositional (and thus potentially judgment-like in important respects), 
the other nonconceptual and non-propositional (hence not a judgment). I call them, respectively, fact-
introspection and thing-introspection. The purpose of this paper is to argue that thing-introspection is 
a real psychological phenomenon. 

The fundamental difference between thing-introspection and fact-introspection is that the 
former is a conceptual mental state, whereas the latter is a nonconceptual mental state. Fact-
introspection requires the deployment of (some of) the phenomenal concept(s) that are associated with 
the introspected experience: it involves recognizing the introspected experience as a token of a 
particular experience type. Thing-introspection, instead, is nonconceptual. When you thing-introspect 
your current conscious experience, you need not possess any phenomenal concept and indeed no 
phenomenal concept is applied when you merely thing-introspect. Although they often co-occur, 
thing-introspection does not entail fact-introspection. It follows that thing-introspecting is sufficient 
for being in an introspective state. 

My argument for the existence of thing-introspection is an argument from phenomenal-concept 
acquisition. Here is the main line of the argument: 

(P1) (Almost) all phenomenal concepts are acquired. 
(P2) For most phenomenal concepts, if they are acquired, they are acquired by introspection. 
(P3) If all introspective states are conceptual, then it is not the case that most phenomenal 

concepts are acquired by introspection. 
(C)   Not all introspective states are conceptual. 

Denying (P1) would entail an implausible version of nativism about phenomenal concepts. To be 
sure, plausible versions of nativism are defended in the philosophical and cognitive-science literature 
(e.g. Susan Carey’s (2009) core cognition theory). However, none of them implies that a great 
number of phenomenal concepts are possessed from birth. Indeed, all they imply is that a few 
conceptual representations are innate. 

As for (P3), it seems that its denial cannot be an option, on pain of circularity. For if having an 
introspective state depends on deploying a certain concept, then that concept must be possessed by the 
subject prior to having the relevant introspective state. Accordingly, it cannot be acquired by way of 
that very introspective state. 

The premise which most is in need of defense is (P2). The most natural way to reject it would 
be to defend a sort of transparency theory of phenomenal-concept acquisition and maintain that 
phenomenal concepts are acquired not by introspectively attending to one’s experience, but rather by 
perceptually attending to external objects and their properties. Now, although this transparency 
account may be viable for the acquisition of phenomenal concepts associated with perceptual 
experiences, it strikes me as deeply problematic when it comes to other kinds of experiences, such as 
algedonic experiences, bodily sensations such as tickles and itches, emotions, moods, and 
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imagination. The transparency theorist of phenomenal-concept acquisition is committed to four 
increasingly controversial claims: 

1) All those experiences are intentional. 
2) For any of those experiences, its phenomenal character reduces to its intentional content. 
3) Introspection of any of those experiences involves attending not to the experience itself, but 

to its intentional object. 
4) The phenomenal concepts associated with those experiences are acquired by attending not 

to the experience itself, but by attending to its intentional object. 
Claims 1-3 have all received objections. Here are some of them. As for 1, consider algedonic 
experiences. If it is now a widespread idea that what pain represents is some kind of bodily damage, 
one may wonder what the representational content of pleasure might be, since surely it does not seem 
to be some kind of bodily flourishing (Massin 2013). As for 2, for one thing, there are some aspects of 
algedonic and emotional experience that do not seem to fit smoothly a representationalist account, 
namely their affective or evaluative component (Aydede and Fulkerson 2014). Moreover, some 
experiences, such as moods, simply seem to escape a representationalist reduction (Kind 2014). As for 
3, a vast literature has been produced against the transparency account of introspection (Block 1996, 
Kind 2003, Smith 2008, Siewert 2004) and indeed various arguments in defense of the claim that 
introspection involves attending to one’s experience have been provided (Goldman 2006, Petitmengin 
2006, Hill 2009, Siewert 2012). To my knowledge, there are no direct arguments against 4 in the 
existing literature. However, if credence in either of 1-3 is weakened by the arguments just 
mentioned, so will be that in 4. Moreover, there seem to be independent reasons to reject 4. Except 
perhaps perceptual experiences, it seems much more plausible that the concepts we use to think about 
our experiences are formed by attending to properties of the experience itself, rather than to what the 
experience is about. Thinking introspectively about the anger I feel is different both from thinking 
about the person who causes my anger experience and from thinking about the bodily states that 
accompany my anger. Accordingly, it seems much more plausible that the concept ANGER 
EXPERIENCE is acquired by attending to the anger experience itself, rather than to the cause of the 
anger or some bodily states: it would be weird if we thought about the properties of our experiences 
through concepts that were originally formed by attending to something other than phenomenal 
properties. I do not take the foregoing to establish that a transparency account of phenomenal-concept 
acquisition cannot be provided. More modestly, I suggest that quite a lot of work should be done to 
make such an account viable. Accordingly, my overall thesis should be better characterized as the 
conditional: unless a viable transparency account of phenomenal-concept acquisition is provided, not 
all introspective states are conceptual. 

I conclude that there is a conspicuous number of introspective concepts such that they must be 
acquired by introspection. On a conceptualist framework, there is no viable way in which such 
concepts may be acquired. If we are to deny that they are innate, we must accept that they must be 
acquired via a nonconceptual form of introspection. Therefore, thing-introspection exists. 
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Bochum – Submission 
 
On the location of pain 
 
Two views on the nature and location of pain are usually contrasted. According to the first, pain is 
essentially a central state experience, and its bodily location is illusory, being the result of some 
central projection. According to the second, pain is a perceptual state, and its location is to be 
identified with the part of the body in which pain is felt. Against this second view, the cases of 
phantom, referred and chronic pain have been marshaled: all these cases apparently show that one 
can be in pain while not having anything wrong in her body. Pain bodily location, then, would be 
illusory. 
I shall argue that the location of pain is to be identified with the perceptual and the representational 
content synchronized and coordinated with each other. Basically, it should be identified with the 
body and the body map (this encompassing both body image and body schema). A crucial role in 
such identification is played by demonstratives, indexicals and deictics. In reporting that we feel 
pain here, the deictic directly refers to the bodily part as coinciding with the part as represented. So, 
pain location is not illusory. An argument against a pure experientialist view is advanced, 
purporting to show some unviable consequences of that approach. Such argument hinges on having 
a perceptual and a phenomenal experience of one’s body being pierced by a painful stimulus. The 
purely experientialist view, will have that the content of perception is logically distinguished from 
the content of experience, leaving unexplainable why we feel pain in the same location in which we 
see our body to be damaged. The view that I will advocate, on the contrary, insists that the deictics 
hold together the perceptual and the representational content. 
The difficult cases for the perceptual view, phantom, chronic and the like, are explained as effects 
of the de-synchronization of the perceptual and the representational component, as already 
advocated by neuroscientist Vilayanur Ramachandran.  
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QUDs and Context-Sensitivity 

The ‘question under discussion’ (or ‘QUD’) framework is a novel pragmatic framework that 
draws upon work in the semantics of questions in order to account for a range of pragmatic 
phenomena such as the use of prosodic focus in English (Roberts 1996), discourse moves 
(Ginzburg 1996), and non-sentential utterances (Ginzburg 2012). More recently, the QUD 
framework has been used to help resolve key issues in the semantics/pragmatics debates: 
notably Schaffer & Szabó (2013) use the framework to account for the context-sensitivity of 
knowledge attributions, while Schoubye & Stokke (2015) appeal to the framework in their 
account of how ‘what is said’ by a sentence is fixed within a context. In this brief talk, I want 
to suggest that this extension of the framework to explain context-sensitive content is in fact 
illegitimate. I will do so by first focusing on Schaffer & Szabó’s account of knowledge 
attributions. One particular commitment of their view is that a knowledge attribution cannot 
be true if the question under discussion presupposes something false. I present a counter-
example where this possibility is realised.  

There are possible replies that Schaffer & Szabó could make. However, I will then argue that 
the limitations of the possible responses available to Schaffer & Szabó highlights a deeper 
worry for their account, and indeed, any account that attempts to capture context-sensitivity 
via appeal to the QUD framework. This is that in order for the QUD framework to provide a 
substantive explanation of our judgements about context-sensitive content, we need a 
principled account of how the QUD is determined for any given discourse. However, the only 
plausible account of how this happens appeals to the very same intuitions about meaning that 
the framework is beng deplyed to explain. So while the QUD framework may provide a 
useful way of thinking about certain pragmatic phenomena, it cannot be used to capture our 
intuitions about context-sensitive content in the manner that Schaffer & Szabó suggest.  
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The untenability of nativism in current research on mindreading 
 

The nativist-constructivist debate constitutes a considerable part of current research on 
mindreading. A number of researchers (e.g. Peter Carruthers, Evan Westra, and Alan Leslie) are known 
for their nativist position in the debate and take issue with constructivist views proposed by other 
researchers, with Henry Wellman, Alison Gopnik, and Ian Apperly at the forefront (Carruthers, 2013, 
2015, 2016; Carruthers, Laurence, & Stich, 2006; Leslie, 1994; Scholl & Leslie, 1999). More 
specifically, Westra and Carruthers (2017) propose a nativistic explanation of Theory of Mind Scale 
study results that Wellman et al. see as supporting constructivism (Shahaeian, Peterson, Slaughter, & 
Wellman, 2011; Wellman, 2014; Wellman, Fang, Liu, Zhu, & Liu, 2006; Wellman, Fang, & Peterson, 
2011; Wellman & Liu, 2004). While allowing for development of the innate mindreading system, 
Westra and Carruthers (similarly to Chomsky’s universal grammar) base their argumentation essentially 
on a competence-performance gap, claiming that cross-cultural differences in Theory of Mind Scale 
progression as well as discrepancies between infants’ and toddlers’ results on verbal and non-verbal 
false-belief tasks are fully explainable in terms of acquisition of other, pragmatic, cognitive 
developments, which are said to allow for an expression of the innately present theory of mind 
understanding.  

The goal of the present paper is to bring together arguments against this nativistic view. The 
following issues (divided into two main parts) will be discussed and demonstrated to undermine the 
nativistic conceptions:  

(1) The first and main focus of this paper is that the competence model offered by the nativism 
relies on a misconceived competence-performance gap. Westra and Carruthers (2017) argue that 
variance in ToM development across cultures stems from performance differences (caused, e.g., by 
pragmatic factors), with the underlying competence innately present. Such a view makes misguided 
theoretical assumptions as it wrongly conflates systematic description with explanation; it takes the 
description of the set of possible performances (what happens or can happen), which is still in need of 
an explanation (how it happens), to be an actual explanation of those performances (cf. Allen & 
Bickhard, 2013). More specifically, ToM nativists take the capacity description of belief attribution, 
which still needs an explanation, and turn it into the explanation itself. Such a move, as Allen and 
Bickhard (2013) demonstrate, leads to an artificial methodological problem where one seeks to eliminate 
“mere performance obstacles” so that the reified competence, in this case the desire-belief 
understanding, can be “expressed.” In effect, instead of providing an actual explanation, this line of 
thought only demonstrates that certain performances (which they mistake for an explanation) are 
possible at younger ages. In reality, the actual explanation of these performances seems to be much more 
complex and culture-dependent than just a simple innate mechanism expressing itself in performance; 
this paper discusses research on cognitive development across cultures that supports this view (Gut & 
Cheung, 2017; Carpendale & Lewis, 2006; Gut & Wilczewski, 2015; Kallberg-Schroff M. & Miller 
J.M, 2014; Kobayashi, Glover, & Temple, 2006; Mayer & Trauble, 2012; Naito, 2014; Nawaz, Hanif, 
& Lewis, 2014; Pyers & Senghas, 2009). 

(2) A set of other arguments against nativism will be presented in the second part of the paper. 
(a) The concept of innateness is argued to be inaccurate while trying to explain ontogeny; it has been 
dropped in many biological sciences altogether and many developmental psychologists advocate for 
doing the same in cognitive psychology. For one, adaptionist stories that cognitive psychologist often 
invoke are questionable – there are other evolutionary processes than adaptation (see Gould & Lewontin, 
1979; Racine, 2013). Second, the neo-Darwinian notion of adaptation clearly adopted by ‘nativists’ in 
ToM research is used for population-scale phylogenetic analyses and is argued to be inadequate for 
accounts of ontogeny (see Carpendale & Wereha, 2013; Racine, 2013). And finally, and most 
importantly, reality of development is a complex interaction of changing elements that is belied by the 
simplistic notion of ‘the innate’ (Carpendale & Wereha, 2013; Lewis, Carpendale, & Stack, 2013; 
Mameli & Bateson, 2011; Oyama, Smith, Weintraub, & Lewontin, 2000). (b) The purported innate 
mindreading conceptual system posited by Carruthers ascribes adult-like understanding to infants, 
ignoring the difference between first- and second-order understanding, between what can be called 
‘presentation’ and ‘representation’ (cf. Allen & Bickhard, 2013). (c) Advances in neurobiology speak 
strongly against any conceptual knowledge present early in infancy; the neocortex, where conceptual 
knowledge finds its correlates, is said to be largely equipotential at birth (Elman, 1996; Mareschal, 
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2007b, 2007a; Westermann et al., 2007). (d) The nativist interpretations of dishabituation studies are 
excessively charitable; they extend results of studies done with 15-month-olds to conclusions about 
innateness, whereas in reality at that age there has been plenty of time for construction of the skill (cf. 
Carpendale, Hammond, & Atwood, 2013). (e) Looking-time experiment paradigm used in non-verbal 
false belief tasks that provide the main support for the nativist argumentation has been criticized on 
methodological grounds (see Allen & Bickhard, 2013; Nelson, 2007; Ruffman & Mele Taumoepeau, 
2014; Strijbos & Bruin, 2013). In the light of the presented arguments, nativism in theory of mind 
research is concluded to be an untenable position. 
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Why computational explanations are not mechanistic:  An argument from idealization 

 

In recent years, the new mechanistic approach in the philosophy of science has become increasingly 
dominant, and attempts to expand its application by including other types of explanation in its scope have 
been made. One such attempt is the idea that computational explanation in cognitive science (and 
computation in general) is, in essence, mechanistic (Kaplan, 2011; 2017; Piccinini, 2015; Piccinini & 
Craver, 2011). A few counter arguments tried to rebut this claim (Chirimuuta, 2014; Rusanen & Lappi, 
2016; Shagrir & Bechtel, 2017). For the most part, these arguments are based on the literature on 
explanation. However, a philosophical field that has been mostly overlooked in this discussion on the nature 
of computational explanation is that of models and modeling, which is still much more prevalent in the 
context of biology than in the context of cognitive science.  

The goal of this talk is to introduce relevant insights from works on models and modeling into the 
debate on the nature of computational explanation. Specifically, I claim that computational explanation is 
distinct from mechanistic explanation in yet another aspect – in the idealization its models use. My claim 
is that computational explanations use a kind of idealization that uncovers formal, mathematical, or 
information-theoretic properties, while knowingly postulating false assumptions about the target domain in 
order to track these properties. This idealization, which I dub formal idealization, plays a part in delineating 
explanatory non-causal relations. It is dissimilar to minimalist idealization (Weisberg, 2007; 2013), which 
tracks the core causal factors of a system, and hence can be thought of as characteristic of mechanistic 
explanations that include idealization. I do not claim, however, that formal idealization is unique to 
computational explanation, but only that the fact that computational modelers use formal and not minimalist 
idealization provides a ground to distinguish computational explanation from the mechanistic framework. 
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Page 1 of 1 

Beyond paradoxes and bifurcations: Proposal for a unified theory of metaphor based on 
speaker’s intention 
 
There are two ways to understand the interpretation of metaphor within the contextualist 
strand of analytic philosophy of language. On the one hand, we as interpreters seem to under-
stand many metaphors on the fly, such as ‘on the fly’, without any considerable cognitive ef-
fort. The theoretical description of this type of interpretation relies on technical terms like ad 
hoc concept construction (Carston, 2002) or modulation (Recanati, 2004). On the other hand, 
interpreting more poetic or philosophical metaphors often requires us to exercise our reflec-
tive abilities, resulting in interpretive activities that stretch over extended periods of time 
(Camp, 2006, Wearing, 2014). Take, for instance, the metaphor ‘time is a pond in which the 
past bubbles to the surface’ (Christoph Ransmayr). These two apparently different routes of 
interpretation lead some theorists to propose a bifurcated theory of metaphor (Bowdle & 
Gentner, 2005; Carston, 2010). Other theorists talk of a paradox of metaphor in view of the 
fact that most metaphors get interpreted according to the first route, while it is the second one 
that allegedly fits paradigm cases (Steen, 2008). Moreover, this first route does not seem to 
be distinctive of metaphor only but also covers cases of loose talk, thus threating the unique-
ness of metaphor (Giora, 2008, Sperber & Wilson, 2008). 
 
This paper aims to diffuse both the paradox of metaphor as well as attempts at constructing a 
bifurcated theory of metaphor. To this effect, it proposes an account according to which be-
ing a metaphor is a property of tokens of sentences in a given context. More precisely, what 
determines whether some sentence token is a metaphor depends on the structure of the inten-
tion of the speaker. One and the same sentence type may be uttered with or without such an 
intention. In the later case, we had better not speak of metaphor in order to avoid equivoca-
tion. Whether the relevant speaker uttered some sentence with the intention distinctive of 
metaphor is an epistemological question of interpretation. Interpreters may err both ways 
here, taking something to be metaphorical when it isn’t, and vice versa. Yet epistemological 
questions of interpretation do not necessarily settle metaphysical questions of constitution 
(Neale 2016). Whether some utterance counts as metaphor depends on how it was intended, 
not on how it is interpreted. This is the conclusion I will argue for. 
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Generic Disjunctive Syllogism

Abstract

The semantics of bare plural generics is still a matter of much debate. While there are several
worked-out proposals for giving the truth conditions of generics, somewhat less attention has
so far been paid to the question what structural-logical principles, if any, govern generics.
This paper takes a certain class of inferences involving generics, disjunction, and negation
as a starting point to investigate some candidate principles. It argues that some of the most
comprehensive truth-conditional accounts currently on the market are unable to account for
the validity of what I call generic disjunctive syllogism.

This paper proceeds under the assumption that inferences such as (A) and (B) have valid
readings and that, other things being equal, we want a semantic theory that predicts these
validities (note that we are concerned with validity, not with soundness):

(A) (A1) Elephants live in Africa or Asia.
(A2) Elephants don’t live in Africa.
(A3) Therefore: Elephants live in Asia.

(B) (B1) Coin throws come up heads or tails.
(B2) Coin throws don’t come up heads.
(B3) Therefore: Coin throws come up tails.

I will rely on the orthodox account of the logical form of bare plural generics, according to
which they have a tripartite structure GEN ∆; Φ , consisting of a covert generic operator
GEN, a restrictor ∆ and a scope Φ. But even granting this mainstream view, it is a substantial
question what logical form (A) and (B) have under their valid reading. First, sentences with
bare plural nouns in subject position can receive non-generic interpretations. Second, since the
inferences involve disjunction and negation, this gives rise to different options concerning the
scope these operators take with respect to GEN. In particular, it turns out to be a contentious
matter whether negation in (A2) and (B2) is best construed as having narrow or wide scope.
It will be argued (against Nickel (2010)) that (A) and (B) instantiate the following schema:

(S) (S1) GEN(∆; Φ Ψ)
(S2) GEN(∆; Φ)
(S3) Therefore: GEN(∆; Ψ)

Thus, we want a semantic theory that accounts for the validity of schema (S).
Note that (S) is closely related to the inference rule of disjunctive syllogism from propo-

sitional logic. Claiming that (S) is valid amounts to claiming that we can apply disjunctive
syllogism within the scope of generics (keeping the restrictor constant). I will call the corre-
sponding principle for generics generic disjunctive syllogism (GDS):

GDS If GEN ∆; Φ Ψ and GEN ∆; Φ are true, then GEN ∆; Ψ is also true.

The main concern of this paper is to investigate several proposals for the semantics of generics
with an eye to their ability to validate something along the lines of GDS. As it will turn out,
all but one account to be considered fail to validate GDS in full generality.

1

Hoeltje
Generic Disjunctive Syllogism 2-5-2

77



It will be instructive to also consider a restricted version of GDS. Note that the inferences
considered above are all such that the involved scope predicates concern roughly the same topic.
For instance, in the case of (A), ‘live in Africa or Asia’, ‘don’t live in Africa’, and ‘live in Asia’
all concern places to live, or habitat. Many semantic theories of generics employ some kind
of mechanism to keep track of this. For instance, many accounts assume that predicates are
associated with sets of relevant alternatives, where predicates such as ‘live in Africa’ and ‘live in
Asia’ are associated with the same set of alternatives. The restricted version of GDS concerns
only cases in which the set of alternatives is identical for the predicates both in the premises
and the conclusion of the relevant instance of schema (S). Using fx to denote the set that is
associated with a predicate x, we formulate this restricted principle as follows:

GDSR For all Φ and Ψ such that fΦ Ψ f Φ fΨ:
If GEN ∆; Φ Ψ and GEN ∆; Φ are true, then GEN ∆; Ψ is also true.

As will be shown, some semantic theories which fail to validate GDS nevertheless manage to
validate GDSR. This is relevant since inferences such as (A) and (B) not only fall under GDS,
but arguably also under GDSR.

1

The main goal of this paper is to investigate whether various semantic theories of generics
are able to account for instances of generic disjunctive syllogism. Two large families of semantic
proposals for generics are, first, accounts which assign a central role to some notion of normality,
and second, accounts which draw on a notion of probability. The paper considers three normality
accounts (von Fintel (1997), a modification of von Fintel’s account, and the account proposed
by Nickel (see Nickel (2009), Nickel (2010), and Nickel (2016)) and one probability-account (the
one defended by Ariel Cohen, see Cohen (1999a), Cohen (1999b), and Cohen (2004)). As will be
shown, of these four accounts, only von Fintel’s original proposal is able to underwrite generic
disjunctive syllogism in full generality. However, this account is plagued by clear-cut counterex-
amples. The paper considers a natural modification of von Fintel’s original account which is
not subject to these counterexamples. As it turns out, both the modified von Fintel account
and the account recently proposed by Bernhard Nickel only validate GDSR, the restricted ver-
sion of generic disjunctive syllogism, while the general GDS is predicted to be invalid. Cohen’s
probabilistic proposal can be shown to be unable to make either principle come out correct.
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Forced Choices: Does accepting its consequences suffice for deeming a deed intentional?  
 
In my talk I want to address a hitherto neglected problem in the discussion of the 
Knobe paradigm (Knobe 2003/2004/2006). I argue that the study as well as follow-up 
experiments may be flawed, because they have a forced-choice design. While this 
testing paradigm may have merits in studies on unconscious recognition in perception 
(Fechner 1860; Posner 1980), it is controversial in cases where subjects deliberately 
choose between written options, as discussed in the literature on ipsative personality 
tests (e.g. Kline 2005; Baron 1996).  
In order to test my hypothesis, I conducted five follow-up experiments of the Knobe-
paradigm in German, varying the dimensions of forced answers. In each setting, I asked 
60 to 80 subjects of native German-speaking non-philosophers and first-year students 
in philosophy with no prior knowledge of experimental philosophy of action theory.  
In the first vignette, I roughly replicated the initial finding on the harm story and the 
help story. However, in the second vignette, subjects were presented with more options 
such as “the CEO expected harm/help for the environment” alongside the option “the 
CEO harmed/helped the environment intentionally”. Multiple selections were possible. 
Here, ascription of “intentionally” dropped to about 25 percent in harm cases, and to 
about 20 percent in help cases, while ascriptions of “knowingly” or “putting up with the 
consequences of his/her actions” (in German “billigend in Kauf nehmen”, which is the 
standard term for expected side-effects of actions) were at about 80 percent for help and 
harm cases.  
Further, in a third vignette, subjects were given the forced choice between 
“intentionally” and “putting up with the consequences of his/her actions”. Now, 
ascription of “intentionally” dropped to levels below 10 percent in both, help and harm 
cases. Together with further vignettes (testing various attitudes of the CEO towards the 
consequences as well as testing Knobe’s “in order to” cases in German), these results 
can be taken as evidence that the forced-choice paradigm heavily affects the answers of 
the subjects. Neither did the results indicate significant differences between help and 
harm stories for the ascription of “intentionally”, nor was the term “intentionally” a 
common choice given rivaling or merely additional options. 
If replicated for other languages, at least two lessons can be drawn from the findings. 
First, the Knobe effect is neither robust nor is it directly related to attributions of moral 
blame or praise (Knobe 2006). This is congruent with Machery’s trade-off hypothesis 
(2007) and Nichols’s and Ulatowski’s (2007) claim that the term “intentionally” may 
be disambiguated depending on subjects’ preferences in the context. Instead of 
explaining the effect as a case of pragmatics, or more narrowly implicature 
(Adams/Steadman 2004), it appears to be a semantic effect of the forced-choice 
paradigm. In a way, it is like voting in the presidential election: given only two 
improper options, subjects choose the lesser evil. Yet from this, no direct inference can 
be drawn to the structure of the concept “intentional”.  
Second, the results raise wider methodological concerns, since they call other forced-
choice questionnaires into question that are widely used in experimental philosophy. 
Further experiments are needed in order to see whether the initial findings can be 
replicated.  
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Ironic name reference as echoic mention – A pragmatic analysis based on empirical data 
 
Pure quotation, as in “Paris” has five letters, is a device used to point to linguistic shapes; see, among 
others, Cappelen & Lepore (1997), Ginzburg & Cooper (2014), Recanati (2001) for analyses. Instances 
are constructions involving a name-mentioning predicate like call as in Blood poisoning is also called 
“sepsis” or the prenominal modifier so-called as in The doctor diagnosed a so-called “tennis elbow”. 
Constructions of this type inform the addressee about the name of a lexical concept as well as its status 
as a term used conventionally in a certain speech community. Observe, however, that name-mentioning 
constructions can also adopt an ironic, modalizing interpretation instead of a name-informing one: 

   

(1) a. We had to get up early every morning. And that’s what you call a “vacation”! 
 b. Guess what, the so-called “hotel” turned out to be a run-down dump. 
   

In our paper, we focus on prenominal so-called and propose a pragmatic analysis to account for its 
different interpretations. Specifically, we argue that the modalizing interpretation illustrated in (1) re-
sults from an echoic use of the mentioned name, which, in turn, produces a comment reflecting the 
speaker’s attitude towards the quoted content. Furthermore, to determine the exact nature of the contents 
involved in ironic name-mentioning, we report on results from two experimental studies. 

The verbal root call- of so-called involves three thematic arguments, an agent x, a theme y as well 
as the name z of the theme y.  

  

(2) x call- y z 
 �e [CALL(e) & AGENT(x, e) & THEME(y, e) & NAME(z, y, e)] 
  

The function of the so in so-called is to bind the name argument z of the predicate, analogously to the 
so in One calls this so. So is a demonstrative anaphor and, here, operates as a pointer to a name’s lexical 
shape – which, in a so-called-construction, is provided by the head nominal. In this respect, so fulfills 
the same function as quotation marks that often accompany the name in a name-mentioning context, as 
both are means to display a linguistic form through demonstration. A demonstration-based analysis of 
quotational so has a natural fit with Davidson’s (somewhat unpopular) Demonstrative Theory of quo-
tation (Davidson 1979), whose central claim is that quotation is an operation through which a linguistic 
shape is referred to by pointing to something that has this shape. 

Viewed from the speaker’s perspective, the use of a name-mentioning construction in its default 
function indicates that the mentioned name is believed not to be established in the addressee’s lexicon. 
With this in mind, we claim a relevance-based implicature (e.g., Horn 1984) to be effective in name-
mentioning constructions with nominals that are commonly conventionalized. For example, with a 
highly conventionalized noun like hotel as used in (1b) above, a name-informing so-called is in fact 
irrelevant and, in avoidance of a relevance-maxim violation, an ironic interpretation emerges. The 
degree of conventionalization of a name can be couched as a function of the corresponding nominal’s 
lexical frequency, which, in turn, can be implemented as a factor determining the different readings. 
This assumption is corroborated by results from a corpus study we conducted using German data. The 
results indicate that the interpretation of constructions (n = 600) involving sogenannt (‘so-called’) as 
either name-informing or modalizing indeed interacts systematically with the head’s lexical frequency: 
The higher the lexical frequency of the head nominal, the higher is the probability for the construction 
to adopt a modalizing function. From a compositional angle, the two interpretations are coupled with 
different bindings of the agent-argument variable as well as the event variable of the predicate. While 
both variables can be assumed to be bound generically with the name-informing use, we claim them to 
be non-generic in nature in the modalizing use. 

With a modalizing so-called-construction, (i) a non-literal interpretation of the mentioned name is 
evoked as the speaker asserts himself/herself to oppose its semantic appropriateness. At the same time, 
(ii) the speaker expresses a (standardly negative) evaluation of the respective denotatum. We will argue 
these two contents to result from an echoic use of the mentioned name used in some previous utterance 
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(e.g., by a travel agent in the case of (1b) above). By explicitly marking the utterance as an echo through 
the use of so-called, the speaker produces a comment, which implicates that he/she says something 
contrary to what he/she means, and that he/she evaluates the denotatum in a certain way, as reflected in 
the speaker’s attitude. Our approach is in line with echo approaches towards verbal irony (see Jorgensen 
et al. 1984, Wilson 2006), which implement a (negative) evaluation bias as a characteristic feature of 
ironic language (Kreuz & Glucksberg 1989), and we propose to analyze the evaluative component to 
be rooted in the “mockery effect” outlined above. 

For a detailed classification of the contents involved in modalizing so-called-constructions, we con-
ducted two experimental studies in German. Study 1 (SoSci Survey) tested the pragmatic status of the 
contents and whether these figure as presuppositions or implicatures. We used a pattern as demonstrated 
in (3) below, for which participants (n = 37) were asked to rate (5-point scale) the coherence of small 
dialogues and, specifically, the suitability of dissents that follow discourse-interrupting utterances like 
Wait a second! […] targeting the different content types: 

   

(3) A: We had booked our accommodation before the trip. When we finally arrived at the so-
called hotel, we flopped dead tired into bed. 

 B: Wait a second! Are you saying that …  
(a) your accommodation wasn’t a real hotel / (b) you didn’t like the hotel / (c) somebody 
had referred to your accommodation as a hotel? 

 A: I haven’t said that! 
   

The results indicate that the non-literalness of the name’s meaning (= (a) in example (3)) as well as the 
denotatum’s evaluation (= (b)) can be dissented with more easily as compared to the previous use of 
the name (= (c)); which we take to reflect the latter’s status as a presupposition, in contrast to the former 
two, which we conclude to be implicatures. Study 2 aimed at determining the at-issueness (see, e.g., 
Gutzmann 2015, Tonhauser 2012, Potts 2015) of the different contents. Crucially, because of the nature 
of attributive modification, we assume all three contents to represent not-at-issue information, but to 
different degrees. Participants (n = 56) were asked to choose (5-point scaled choice) between two 
responses to modalizing constructions of the type in (3), targeting the different contents: an at-issue 
rejection form (e.g., That is not true, it is a real hotel) vs. a not-at-issue rejection (Wait a second, it is a 
real hotel). The results indicate graded at-issueness for the construction’s contents such that the negative 
evaluation component exhibits the lowest degree of at-issueness, followed by the previous name use 
and then non-literalness, which shows the highest degree of at-issueness. We interpret this result to 
reflect a central property of verbal irony, i.e., to give rise to non-literal meanings of expressions (see, 
e.g., Wilson & Sperber 1992). 

To conclude, we assume ironic name reference to involve mentioning a name echoically, which 
produces a non-literal interpretation of the name and signals the speaker’s evaluation of the denotatum. 
Our analysis uses a single underspecified semantic format for so-called, with pragmatic factors deter-
mining the different interpretations. Viewed globally, our findings contribute to the demarcation be-
tween primary and secondary content as well as to a classification of verbal irony in this continuum. 
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The semantic content of imperatives 

How, in terms of meaning, should imperatives be distinguished from declaratives? Hanks (2015) 
argues that imperatives express a different type of proposition to that expressed by declaratives: 
declaratives express a predication, but imperatives do not. Hanks finds support for this claim in the 
observation that complement clauses used when reporting assertions are distinct from those used 
when reporting report directives (declarative vs. infinitive, in English). But, if Hanks were correct that 
different types of propositions are expressed in each case, then one would expect to find the same 
patterns in reports of the attitudes associated with each speech act. The data, however, are not as 
neat as Hanks’s picture would lead us to expect. For example, in English ‘believe’ can take either a 
declarative or a infinitive complement; in German, ‘want’ takes a declarative complement; and in 
Spanish, while the subjunctive appears in reports of directive speech acts, it also appears in negative 
belief ascriptions, certain factive constructions and after some uses of ‘el hecho de que’ (‘the fact 
that’). 

Furthermore, imperatives have a use which is paraphrasable by a conditional sentence (and there is 
no doubt that these are imperatives, see Jary & Kissine, 2014: ch.3). This suggests that the content of 
an imperative can fulfil the role of the antecedent of a conditional, and thereby undermines 
somewhat the claim that imperatives and declaratives express distinct propositional types. 

(1) Catch a cold and you’ll be off work for a week. 
(2) If you catch a cold, you’ll be off work for a week. 

Despite these issues, we agree with Hanks that an absence of predication in the imperative underlies 
its fundamental semantic character. That absence, however, we see as resulting from the how the 
imperative is interpreted by the addressee. Interpretations of utterances of imperative sentences by 
non-addressees, by contrast, consist in the description of a speech act and/or the attribution of an 
attitude. Such interpretations of the utterance amount to descriptions of actions and ascriptions of 
attitudes in propositional (i.e. predicative) terms.  

Underlying our proposal is a distinction we draw between utterance interpretation in general and a 
sub-type of interpretation we call ‘consumption’. To consume an utterance is to token a mental 
representation that has both the format specified by the utterance and the same satisfaction 
conditions as the utterance. Consuming a declarative requires tokening a mental representation in 
the belief format, while consuming an imperative requires tokening a mental representation in a 
format whose role in cognition is to trigger and guide action: call these ‘action representations’. 
(That two formats of representation are needed for any system capable of action planning emerges 
strongly from the work of Millikan (2004)). 

Due to their role in cognition, action representations have a number of characteristics that set them 
apart from belief-format representations. For one thing, an action representation requires no 
explicit representation of the agent: the individual for whom it serves as a representation will be the 
agent (by virtue of fact that it is an action representation for that individual). To be sure, an objective 
statement of the satisfaction conditions of an action representation requires that the agent be 
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specified, but the representation itself needs no constituent that stands for the agent: the fact that 
@ is a representation of Mary’s makes it that case that Mary is the agent of the act denoted. 

One consequence of this is that an action representation need only express a property (rather than a 
predication), and the agent will judge the representation satisfied only if she attributes that property 
to herself. Another consequence is that an action representation belonging to one individual cannot 
have the same satisfaction conditions as an action representation belonging to another: John’s 
action representation cannot have the same satisfaction conditions as Mary’s, for John’s will require 
that he ascribe the property denoted/expressed to himself, while Mary’s will require that the she 
ascribe it to herself.  Thus action representations are necessarily de se: a non-de se representation 
could not function as an action representation. 

On this view, then, an imperative will not express a predication. This is a welcome result, given that 
it has been argued in the syntax literature (e.g.  Platzack & Rosengren, 1997, Jensen, 2003, Zanuttini, 
2008) that the relationship between subjects and verbs in imperative sentences is such that, unlike 
in declaratives, the subject does not form a predication with the verb, but serves to specify the 
addressee. Another consequence is that the contents of action representations cannot be shared. 
Now, shareability is a crucial characteristic of Fregean thoughts. In our framework, we can say that 
two individuals share the same thought when each tokens a representation in the belief format with 
the same satisfaction conditions. But this is not possible in the case of action representations: as we 
have seen, no two individuals can token action representations with the same satisfaction 
conditions. We thus uncover a fundamental distinction between the content of belief 
representations and that of action representations (and hence of declaratives and imperatives): the 
former is shareable, the latter not. 

Another way of putting this last point is to say that, while declarative utterances are for general 
consumption (in that anyone can, in principle, token a belief-format representation which has the 
satisfaction conditions of the utterance), imperatives can only be consumed by the addressee. 
Interpretations of the utterance by non-addressees must take the form of a description of an act 
directed at a proposition and/or the expression of an attitude towards that proposition. Hence, from 
the point of view of the addressee, imperatives do not express predications, but non-addressees 
have no choice but to interpret the utterance of an imperative as directed towards a proposition, 
one denoting the state of affairs in which the addressee assigns himself the property expressed by 
the imperative sentence. 
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Confabulation and Rational Obligations for Self-Knowledge 

 

Confabulation as concerns me here is, roughly, the phenomenon whereby subjects incorrectly 

explain their attitudes when asked why they have them. I argue that it is motivated by the desire to 

believe we have fulfilled rational obligations to be in a position to know and report certain mental 

facts about ourselves. My proposed account of confabulation, I suggest, explains it particularly well.  

This paper’s conclusion is important on two fronts. It tells us something about confabulation – how it 

is brought about – and also self-knowledge – namely, that we bear rational obligations to acquire it.  

In §1, I introduce confabulation and set out my explananda for an account of it. The 

paradigm example of what interests me here is Nisbett and Wilson’s ‘panty hose experiment’. The 

experimenters arranged four pairs of identical tights on a table and asked individuals which one they 

preferred. The majority picked those placed towards the right of the table but when asked why, the 

participants did not say that they chose it because of the position, or for no reason at all. Instead, 

they offered reasons like ‘its superior knit, sheerness, or elasticity’ (Wilson 2002: 103). This paper, 

then, seeks to explain cases in which subjects express mistaken beliefs about why they have their 

attitudes when prompted to explain them.     

I then introduce and motivate two explananda: 

EXPLANANDUM ONE:  Confabulators tend to mistakenly self-ascribe putative motivating 

reasons in particular, that is, they believe there is a reason for which they have the attitude. 

Such reasons can be contrasted with purely causal explanatory reasons which just explain 

the attitude by reference to causal factors such as the subject’s character traits and biases. 

EXPLANANDUM TWO: Not only do we tend to mistakenly ascribe motivating reasons to 

ourselves, but we do so more readily than to others. 

§2 considers an influential explanation that we can find in Cassam (2014), Carruthers (2013), Wilson 

and Dunn (2004), Wilson (2002), and Nisbett and Wilson (1977). It accepts the following: we 

standardly form self-ascriptions using inferences that are alike those we use with other people apart 

from some additional evidence. We confabulate, it is thought, because this inference goes wrong in 

some way. This, though, has trouble accommodating EXPLANANDUM THREE in a simple manner.  

In §3, I introduce my own proposal. It supposes that we bear the following rational 

obligations:  

- Providing-reasons obligation: the obligation to be in a position to provide the reasons for 

my attitude where these are specifically motivating ones (Anscombe 2000; Boyle 2011a, 

2011b; Moran 2001). 
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- Knowing-reasons obligation: the obligation to be in a position to know the reasons for my 

attitude where these are specifically motivating ones (Boyle, 2011a). 

I use these to explain confabulation in the following way:  

We confabulate, and indeed confabulate with the content we do, because we are motivated 

by our desire to believe that we have fulfilled the providing- and knowing-reasons 

obligations. 

We therefore confabulate when we lack an accessible explanation that would enable us to fulfil the 

obligations, i.e. when we lack a motivating reason. This explanation is compatible with the 

inferentialist account proposed by Cassam, Carruthers and so on. They could say that we infer the 

way we do because of these desires. Yet, my explanation still differs from theirs in that the 

motivational factors do the main explanatory work.  

With my proposal in hand, §4 illustrates its explanatory benefits. It explains all three 

explananda. And further, it does so in a non-adhoc way. That we have these obligations, and that we 

would desire to believe that we have fulfilled them, I suggest, is already independently plausible.  

The paper concludes on the basis of explanatory merit that we bear the providing- and 

knowing-reasons obligations and that confabulation is motivated by the desire to believe we have 

fulfilled them.  
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Polysemous names 

Proper names are usually considered as devices of singular reference. Considered as word-types, 
however, they also exhibit other kinds of uses (Burge 1973, Fara 2015a,b, Jeshion 2015, 2015a, El-
bourne 2005, Leckie 2013, Schoubye 2016, Kijania-Placek 2016). Leckie in (2013) proposed a poly-
semous account of proper names that accounted for referential and predicative uses of such expres-
sions. In this talk I will propose an account of proper names in terms of a generalized conception of 
polysemy, which I call rule-based systematic polysemy. The analysis encompasses not just referential 
and predicative uses, but also anaphoric, bound, deferred and descriptive ones. 
 The traditional theories of polysemy attempt to account for the multiplicity of stable senses 
for one linguistic unit, where the sense of a word determines its propositional contribution. Yet the 
insight that we may glean from the works of Kaplan (1989a,b) concerning the concept of linguistic 
meaning calls for a generalization of the understanding of the phenomena of polysemous meaning. 
According to Kaplan, expressions do not necessarily exhibit a meaning that provides content, i.e. pro-
positional contribution, directly, but may instead rely on a rule that for the same word gives (possibly) 
different contents in different contexts. Combining the ideas of Kaplan with the traditional accounts of 
polysemy (Apresjan 1973; Pusteyovsky 1995; Pethö 2001), I will propose a two dimensional account 
of the latter that allows for connecting words not just with sets of stable senses, but also with sets of 
content generating rules. 
 I intend to show that the multiplicity of kinds of uses of proper names considered as word-
types can be accounted for by the rule-based systematic polysemy. The respective uses can be exem-
plified by the following sentences: 

(1)  Referential uses: To know Cecil is to love him. 

(2)  Predicative uses:  There were three Joannas in my class in high school. 

(3)  Anaphoric uses:  If John insists on calling his next son Gerontius, then his wife will be annoyed 
    and Gerontius will get made fun of because of his name. 

(4)  Bound uses:  If a child is christened ‘Bambi’, and Disney Inc. hear about it, then they will sue 
       Bambi’s parents. 

(5)   Deferred uses: Al Pacino is going to order another Martini but should go home instead. [uttered 
while pointing at a man resembling Al Pacino] 

(6)  Descriptive uses: He gave me a Picasso for my birthday. 

In the case of generalised, rule-based polysemy we do not expect a set of stable senses determining 
concrete contents but rather a set of rules that generate contents in contexts. Basing the linguistic 
meaning of a name on a set of rules - one for each kind of use - will allow for an explanation of both 
the productivity as well as the systematicity of their uses. Each proper name may thus be used to ex-
press a virtually unlimited number of contents but, due to the systematic nature of the underlying 
mechanisms, the contents are cross-linguistically uniform and predictive. A rules based approach to 
polysemy thus allows us to account for both its conventional and generative aspects (Recanati, forth-
coming).  
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Too-Shifty Indexicals in Answering Machine Puzzle

In Kaplanian semantics, character and circumstances of evaluation determine the truth-value of 
a sentence. Character is a fixed-rule that determines the meaning of a sentence, , by taking context 
c to contents, yielding c. The character of ‘I’, ‘here’, and ‘now’ is a function from the context c to 
its content – the speaker, location, and time. A world and time <w, t> pair, the circumstances of 
evaluation which yields c, <w, t> when combined with c, gives c, <w, t> a truth-value, depending 
on which world and time c was tokened.

According to Kaplan(1989: 492), the content of indexicals – ‘I’, ‘here’, ‘now’ – are context-
sensitive: the character determines the content – the direct referents – in different contexts. The 
character of indexical is preserved within any context, but the content always varies depending on the 
context.

(1) I am here now.

seems always true because the utterer of (2) is always at the location of utterance at the time of utterance.
Then

(2) I am not here now.

is always false. However, if played by an answering machine, (2) sounds intuitively true(Sidelle 1991).
Such an intuition raises a problem called Answering Machine Puzzle (AMP).

In this paper, I argue that Eliot Michaelson(2014)’s solution to AMP is uneconomical, possibly
ad hoc. Michaelson’s reason to motivate Shifty Character View(SCV) to AMP arises from refuting 
Stevens(2009). Stevens doesn’t think that AMP is a problem because “it falls outside the confines of 
formal semantics”(221): (2) is either plainly false or not an utterance under the context of answering 
machine. However, Michaelson defends Kaplan(1989)’s aim to provide a theory of sentences-in-
context rather than a theory of utterances only confined face-to-face context; a semantic theorist should 
explain sentences-in-context where the recorded use of indexicals shows observable regularities.

According to Michaelson(2014), our ability to adapt our language to new circumstances gave 
rise to recorded utterances. Describing indexicals as shifty in different contexts, Michaelson asserts that 
the references of indexicals should be evaluated relative to the different character-rules. He agrees with 
Kaplan that the character-rules, which determine the content of indexicals, should remain constant: ‘I’ 
refers to the agent, ‘here’ the location, ‘now’ the time of the context. Where he differs from Kaplan is
how to interpret agent, location, and time: “indexicals are to be evaluated at a context of interpretation 
according to a rule that is itself determined by what sort of communicative channel is used to deliver 
the message at that context”(528). He suggests three character-rules of indexicals in different contexts:

(3) Face-to-Face: ‘I’ refers to the speaker s, ‘here’ the location of production, ‘now’ the time 
of production t.

(4) Recorded(Answering-Machine): ‘I’ refers to the owner of the line, ‘here’ the location of 
playback, ‘now’ the time of playback.

(5) Recorded(Postcard): ‘I’ refers to the author, ‘here’ the location of production, ‘now’ time 
of production t.

With these rules, SCV appears to provide the solution to AMP as well as the explanation of a
tokened instance of (1) on a postcard. Even though the typology of SCV seems ad hoc, Michaelson 
replies that ad hockery is virtuous because a semantic theory should responsibly explain our best data,
including (a) the intuitions of competent language users on the truth and falsity of sentences and (b) 
observed regularities of tokened sentences in various contexts.

I present three arguments against SCV. First, I present Multi-Layered Gettier Cases to argue 
against (a): SCV doesn’t reflect the competent language users’ intuitions. Second, I present New-
Technology Cases to argue against (b): SCV faces individuation problem if it explains every observed 
regularities in new contexts. Lastly, I present Combined-Context Cases to show that SCV itself is futile.
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Firstly, I argue that SCV doesn’t reflect the competent language users’ intuitions by presenting 
Multi-Layered Gettier cases. Adrian, who couldn’t go to work today from sickness, asks his officemate
Bastian to write “I am not here now” on a paper and put it up on his door. Looking for Bastian who
happens to be out smoking at the moment, Cathy visits Bastian’s office and sees “I am not here now”
written on the paper. After Bastian puts the paper up on Adrian’s door, it accidently falls. The janitor 
finds the paper on the floor. Remembering that Derek is out today, she sticks the paper on Derek’s door.

Michaelson thinks Multi-Layered Gettier cases shouldn’t be dealt with semantically because 
Bastian’s writing (2) is not uttered or played-back. However, I object that the instances of Cathy and 
Janitor’s reading (2) are cases of playback. Applying the rule from SCV for the context for Answering-
Machine, ‘I’ refers Adrian, ‘here’ the location of Bastian’s office, ‘now’ the time of playback: Adrian 
is not at Bastian’s office when Cathy is reading the note. However, it conflicts with ordinary intuitions
as Cathy thinks that Bastian is not at Bastian’s office. Since SCV has only provided three context-
rules(Face-to-Face, Answering Machine, Postcard) which does not reflect such an instance, a new rule 
–call it proxy– needs to be introduced to reflect Cathy’s intuition:

(6) Recorded(Proxy): ‘I’ refers to the requestor who asked to write the sentence, ‘here’ the 
location that requestor should be, ‘now’ the time of playback.

However, applying (6) to Janitor’s intuition (6) means that Adrian is not at Adrian’s office when 
the janitor reads the note. However, the janitor believes that Derek is out when she reads (3). Even after 
introducing (6), SCV doesn’t appear to capture the competent language users’ intuitions in Multi-
Layered Gettier Cases.

Secondly, I argue that SCV faces individuation problem if it explains every observed 
regularities in new contexts by presenting three New-Technology Cases. First, I introduce the cases of 
artificial bot, Siri and Watson, answering (1) to the users. I argue that applying (3), (4), or (5) does not 
reflect the multi-reliability of artificial bots as referred as “I” in different places, which demands a need 
for introducing new character-rules for these artificial bots answering (1) or (2). Second, I introduce 
Skype meeting cases in order to argue that uttering (1) and typing (1) bring out a need for different
character-rules. In the context of chatting, there is a gap between when “now” is typed and when it is 
read, which is not reflected in the character-rules suggested by Michaelson. Third, I introduce avatar 
cases in the context of game in order to bring out the problem that “here” refers to two different places 
at the same time due to differences in servers of game players and the differences in location of the soul 
and the body in case of the death of the character.

Thirdly, I argue that the Combined-Contexts cases present SCV as futile. The first case of 
Combined-Contexts presents a case where Gina left a voicemail, reading a postcard from her partner 
which says “I am here now.” When the contexts are combined, the purpose of differentiating contexts 
to typify the unique shifty-nature of indexicals is defeated because (4) can be applied in this different 
context. The fact that different contexts have the same rules undermines SCV’s claim that different 
contexts reflect different character-rules. Another problem arises in the second case of Combined-
Context where “I am not here now” from another answering machine is recorded in an answering 
machine. In order to reflect such a situation, a complicated, ad hoc character-rule needs to be introduced
in order to map “the full extent of [indexicals’] various journeys” as it will prove to be an interesting 
empirical project as Michaelson(2014: 539) foresees.

By introducing counter-examples to SCV, I have argued that SCV doesn’t reflect the competent 
language users’ intuitions, faces individuation problem if it explains every observed regularities in new 
contexts, defeats the purpose of SCV itself, and introduces uneconomical character-rules.
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BILDUNG, SECOND NATURE, AND CONCEPTUAL CONTENT  

IN MCDOWELL’S MIND AND WORLD 

 

In Mind and World McDowell aims to answer the question of how both our experience of the 
world and the world our experience is about can be conceptually framed through and through, and yet the 
world can be understood as independent from our empirical judgements. McDowell’s approach is that, to 
answer this question, we need to steer our way between what he calls “bald naturalism” and “rampant 
Platonism” as two extreme ways to explain our capacity to use concepts and respond to reasons. On the 
one hand, bald naturalism tells us that the only way to save the elements that are essential to our 
conception of ourselves is to ground our self-explanation in phenomena which only science can observe 
and verify. On the other hand, rampant Platonism is a position that construes our reasons as forming an 
autonomous structure independent from anything specifically human, as far as what is specifically human 
is also considered as natural. 

As a result, McDowell arrives at the ideas of second nature and Bildung. He believes that these 
ideas, on the one hand, render rationality autonomous without presenting it as something rampantly 
supernatural, and, on the other hand, keep rationality connected to its natural condition. McDowell needs 
to reconcile the rational and the natural in order to explain how the answerability of our beliefs to the 
world that is independent from them is compatible with the notion that the world affects our beliefs and 
judgments not just causally, but in terms of their conceptual content.  

In this paper, I claim that the idea of conceptual content, as it is introduced in Mind and World, 
allows two conflicting interpretations which cannot coexist within the framework of McDowell’s account. 
From one point of view, according to McDowell, conceptual contents open us to something that is thus-and-
so. The conceptual thus-and-so, as strictly distinct from an act of thinking, becomes available in our 
linguistic exchanges and constitutes a point of agreement between us, no matter how different we might 
be in terms of our perception and our cultural background. All we need to do, as McDowell suggests, is to 
go back in our reasoning far enough to reach the contents that sit closest to the impacts of the world on 
our sensibility. On this account, there is a Wittgensteinian structural analogy between thoughts, 
experiences and judgments: one may think that spring has begun and report that spring has begun, and it 
also may be that spring has begun. Given this, McDowell’s assumption is that we can always go back to 
the point where our empirically grounded thinking radically opens us to the world. Although our 
experiential openness to the world is one of the central metaphors of Mind and World, McDowell does 
not give us too much detail on what the openness actually consists in. His overall strategy is to reject any 
sort of systematic theory of the relationship between mind, world, and conceptual content, and instead to 
propose a therapy capable of disavowing theories that are, for a variety of reasons, unsatisfactory.  

From another point of view, as a good Sellarsian, McDowell claims that conceptual contents 
always come in bundles and that they are something we perpetually reflect upon and change our minds 
about. We change our minds in the course of Bildung – a process defined by McDowell as the 
transformation of us human beings who are born mere animals into thinkers and intentional agents who 
partake in second nature. As second-natural creatures, we are initiated into our conceptual capacities 
within the framework of a particular communal tradition, where conceptual material undergoes perpetual 
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reassessment. From this perspective, meaning is not so much about being open to factuality, as it is about 
doing something. In this case, what is properly external to individual acts of empirical thinking is not 
objective factuality, but the social understood as patterns of interrelation between communal practices and 
environment. Thus understood, conceptual contents form inferential networks which we can never be 
open to in the way we are, according to McDowell, open to the factual. The reason is that what particular 
instances of using language reveal within such networks is based on the interplay between explicit 
statements and norms implicit in discursive practices. We can go back and forth changing the configuration 
of our commitments to the norms, but we cannot play it all back to the contents that sit closest to the 
impacts of the world on our sensibility. On this account, as there is nothing between discursive practices 
and the world that might be called “experience”, there is nothing that can relate to the impacts of the 
world in such way. 

I claim that, from the factual perspective, given that institutional, cultural, and normative 
presuppositions framing our language use vary, McDowell owes us an account of how we can come to an 
agreement with each other based on contents which are constitutive of second nature and, as McDowell 
seems to imply, appeal to any natural language. If an agreement is based on our openness to matters of 
facts, we do need to know how we confirm that we are open to the same regions of the conceptual. At the 
same time, from the second, social-historical perspective, this sort of account is not needed at all, since 
the normative force pushing us towards an agreement originates from pragmatic know-hows implicit in 
discourse, which do not presuppose the strong realist commitments that McDowell’s factual perspective 
on conceptual contents seems to require. In this case, the necessary conditions that secure the agreement 
are wired in the recognition-based discursive practices that we share.  

Given the conflict between the two interpretations of the idea of conceptual content in 
McDowell’s Mind and World, I suggest that, in order to accommodate both of them within his theory, it 
makes little sense for McDowell to try to give an account of how Bildung, a process that is essentially 
social, can possibly open us to the sphere of the conceptual that, according to McDowell, is self-standing 
and expressly independent of social matters. Instead, McDowell needs to offer an account of how norms 
and regularities of second nature emerge from first-natural laws. In other words, we need a theory that 
would explain the relationship between language use as a set of social acts and objective conceptual 
contents and, in so doing, would provide some sort of a genealogy of the normative. Until such a theory is 
in place, McDowell’s appeal to second nature can only restate the problems he ascribed to the idea of the 
first one in new terms.  
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NNORMS OF ASSERTION: EMPIRICAL DATA 
 
1. Introduction 
Are assertions governed by norms? Differently put, are there rules of linguistic communication 
that determine whether or not an assertion should be made? Inquiries of this sort presuppose 
that (i) assertions of different sorts form a unified type of linguistic move or speech act, and (ii) 
that ‘the speech act [of assertion], like a game and unlike the act of jumping, is constituted by 
rules.’ (Williamson, 1996, 489). If we accept these premises, we can ask ourselves what 
requirements a speaker must fulfill in order to satisfy the norm of assertion. Four proposals 
dominate the literature (for recent reviews, cf. e.g. Weiner 2007; Pagin 2015; Goldberg 2015):  
 

Belief: Assert that p only if you believe that p. (Bach 2008; Bach and Harnish 1979) 
Justified belief: Assert that p only if you justifiedly believe that p. (Douven 2006; Lackey 
2007)   
Truth: Assert that p only if p is true. (Weiner 2005; cf. also Dummett 1959) 
Knowledge: Assert that p only if you know that p. (Williamson 1996, 2002; Brandom 1998; 
DeRose 1996, 2002; Adler 2002; Hawthorne 2003; Turri 2011; Benton 2011; for early 
accounts, cf. Black 1952; Unger 1975; Searle 1976) 

 
The epistemic requirements of the four accounts differ considerably. Whereas on the last two 
views, the norm of assertion is factive, it is acceptable on the first two accounts to make an 
assertion that p even if p is false. Which of the above rules, if any, constitutively defines the 
speech act of assertion is principally a matter of empirical inquiry – an inquiry that ‘must face the 
linguistic data’ (Douven, 2006, p. 450, cf. also Turri 2013, Pagin 2015).  
  
Turri (2013) has presented evidence according to which the norm of assertion is factive; in further 
works (Turri 2015, 2016) he reports findings in favour of the knowledge account. In my talk, I will 
demonstrate that most of these experiments are misconceived, and that Gettier cases can play 
a helpful role in empirically exploring the norm of assertion. I will report a series of studies with 
a total of about 1500 participants, which suggest that the norm of assertion is neither truth nor 
knowledge, but justified belief. The following section briefly summarizes one experiment.   
 
2. An Experiment 
2.1 Participants, materials and procedure 
In an online experiment with 379 participants (164 female, age M=36 years, SD=12 years), 
participants were randomly assigned to one of three conditions of the well-worn AMERICAN CAR 
vignette (Nichols et al. 2003): Bob’s friend Jill has driven a Buick (an American car) for years. In 
the knowledge condition K, Jill still drives a Buick. In the Gettier condition TJB, Jill has replaced 
it with a Pontiac (also an American car), of which Bob is unaware. In the false belief condition FB, 
Jill now drives – unbeknownst to Bob – a Mercedes. Bob’s wife wants to know what car Jill drives. 
Participants were asked forced-choice questions whether Bob should say p, whether Bob really 
knows that p, whether p is true and whether Bob is justified in believing that p (in that order), 
where p stands for ‘Jill drives an American car’.   
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2.2 Results and Discussion 
A logistic regression was run to explore the effects of knowledge, truth, and justification on 
assertability (Figure 1). The logistic regression model was significant, �2(3)=33.08, p<.001, 
explained 21% (Nagelkerke R2) of the variance in assertability and correctly classified 93.9% of 
cases. Knowledge proved insignificant (Wald �2(1)=.006, p=.940). Justification had a significant 
impact on assertability (Wald �2(1)=9.58, p=.002), and so did truth Wald �2(1)=13.77, p<.001). 
While advocates of a factive account of assertion might consider this a welcome result, a closer 
look at the FB condition frustrates further expectations. Though only 4% of participants deem p 
true, 84% consider it nonetheless assertable. A second logistic regression explored the effects 
of knowledge, truth, and justification on assertability in the FB condition. The model was 
significant, �2(3)=11.46, p=.009, explained 14% (Nagelkerke R2) of the variance in assertability 
and correctly classified 86.2% of cases. The impact of truth on assertability proved insignificant 
(Wald �2(1)=.146, p=.702), and so did the impact of knowledge (Wald �2(1)=.545, p=.460). The 
impact of justification on assertability was significant (Wald �2(1)=.8.38, p=.004).     
 

 
 
Figure 1: Percentages of participants who deem p assertable, known, true, and justified across the three conditions of 
the AMERICAN CAR scenario.  

 
The experiment suggests that knowledge is not the norm of assertion, and that it isn’t factive 
either. Justification, by contrast, seems to be a strong predictor of assertability. I will present 
three more experiments using different scenarios, experimental designs and analyses to 
demonstrate that these findings are robust.    
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Mechanisms and representations do not mix 
Abstract: In this paper I argue that from a neo-mechanistic standpoint the appeal to representations to 

explain cognition is vacuous, and consequently, that any mechanistic account of cognition will be 

non-representational. I show that the causal and reductive nature of mechanistic explanations presents 

a challenge to advocates of representationalism: to identify the causal relations from which the 

activity of representing is constituted. In order for representations to do explanatory work in a 

mechanistic explanation of any cognitive phenomenon qua representations and not just as purely 

formal tokens, or in any other capacity, their activity of representing must enter the causal chain 

leading from mechanism set-up conditions to mechanism termination conditions. Furthermore, the 

activity of representing must be reducible to the interaction of some lower-level entities, so that the 

principle of hierarchical nesting of mechanisms is respected. I analyse 4 options available to the 

representationalists: (1) representing is constituted by some specific pattern of interaction between the 

representations and the environment outside of the cognitive system; (2) representing is constituted by 

some specific pattern of interaction between the representations themselves; (3) representing is 

constituted by some specific pattern of interactions by the entities making up the representational 

vehicle; and (4) representing is constituted by some specific pattern of interaction between the 

representations and the environment outside of the cognitive system. I argue that attempts to account 

for representing using causal interactions with the environment fail, because they can provide at most 

a distal causal mechanism for representing, but not a constitutive one which is needed. Accounts 

appealing to the structure of the representational system are shown deficient because they ground 

representing in relations of similarity, not in causal interactions. Accounts appealing to the internal 

workings of the representational vehicle either ground representation in similarity, or imply that 

representational content is fully determined by the properties of the representational vehicle, without 

any contribution by the object represented. Finally, in accounts which appeal to the interactions 

between the representation and other parts of the cognitive system, the activity of representing is 

explanatorily superfluous, since it is constituted by other activities performed by the representation, 

and does not reduce into a lower level. I analyse existing accounts of representational mechanisms by 

Grush (1997, 2004), Bechtel (2008), Miłkowski (2013) and Gładziejewski (2015) and show that they 

exhibit the abovementioned flaws. I therefore conclude that none of the available options is 

satisfactory, and representing cannot be an explanatorily valuable part of mechanistic accounts of 

cognition. 
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Are the Mental States Underlying Implicit Biases Unconscious? – A Neo-Freudian Answer 
 
ABSTRACT Many philosophers and psychologists hold that implicit biases are due to unconscious 
mental states. The underlying argument seems to be an inference to the best explanation of the 
mismatch between a subject’s explicit report (the “explicit attitude”) and her scores in the respective 
implicit test, such as the Implicit Association Test (the “implicit attitude”). This inference is rejected 
by defenders of the so-called Associative-Propositional Evaluation (APE) model. According to this 
model, implicit biases are due to mental associations between concepts that induce affective reactions 
that can be introspected and that are, thus, conscious. The mismatch between the implicit and the 
explicit attitude is explained by the fact that the subject disqualifies the affective reaction as a basis for 
her explicit judgements. I will show that while the APE model is promising, the explanation of the 
mismatch between implicit and explicit attitudes is implausible. The main problem is that the APE-
model neglects the fact that the metal states underlying implicit biases usually are unconscious in 
some sense. I will introduce what I will call the Repression Model of implicit bias, and I will show 
how this model can maintain the merits of the APE model while avoiding its problems. 
 
1. Introduction 

The focus of this paper will be cases of implicit bias that can be characterized as follows: 
 
(implicit bias) An implicit bias is a psychological disposition of a subject S that: 

i)� is induced by a mental state M of S (its categorical basis), 
ii)� manifests in S’s behavior B that “involves a deviation from norms of fairness” (Frankish, 

2016), 
iii)� B looks like M is a belief that p, 
iv)� S reports that she does not believe that p. 
 

Examples of implicit bias in this sense are cases in which a person reports non-racist attitudes but still 
behaves in a racist way (Haslanger, 2015). Many philosophers as well as psychologists hold that the 
mental states underlying implicit bias (“M” in condition i)) are unconscious (Banaji, Bhaskar, & 
Brownstein, 2015, p. 183; Gawronski, Hofmann, & Wilbur, 2006, p. 487; Mandelbaum, 2016, p. 629). 
The implicit argument for this claim seems to be an inference to the best explanation of condition (iii) 
in light of condition (iv).  
 
2. The Mental States Underlying Implicit Biases Are Not Unconscious – The APE-Model 

Despite its wide acceptance and despite the fact that it provides a straightforward explanation of the 
mismatch between conditions (iii) and (iv), the claim that the states underlying implicit biases are 
unconscious has recently come under attack. Most importantly, (Hahn, Judd, Hirsh, & Blair, 2014) 
show that subjects can correctly predict their implicit association test (IAT) scores if asked to focus on 
their gut feelings. This suggests, according to Hahn et al. and other authors, that the states underlying 
implicit biases are introspectable, and thus, not unconscious. (Hahn et al., 2014) explain their results 
on the basis of the so-called ‘APE-model’ (Associative–Propositional Evaluation) (Gawronski & 
Bodenhausen, 2006). According to this model, implicit biases are mental associations between 
concepts such as AFRICAN AMERICAN and HOSTILE that induce spontaneous affective reactions 
which influence a person’s behavior. The affective reactions can, due to their phenomenal character, 
be introspectively accessed.  

If implicit biases are not unconscious, the question arises of how the mismatch between conditions 
(iii) and (iv) is to be explained. Gawronski uses the following example to illustrate how the APE-
model explains the mismatch (Gawronski, 2012, p. 662): Imagine a person who has negative affective 
reactions towards African Americans. Based on these negative affective reactions she will come up 
with a corresponding belief (statement (1)). At the same time, this person has several further beliefs, 
which results in the following belief set:  
 

(1) I dislike African Americans.  
(2) African Americans are a disadvantaged group.  
(3) Negative evaluations of disadvantaged groups are wrong. 
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This belief set is cognitively inconsistent (Gawronski, 2012). An implicit bias arises when the subject 
resolves the inconsistency by rejecting (1) while the mental association and the corresponding 
negative affective reaction that led to first holding (1) persists. This explains the mismatch between 
conditions (iii) and (iv). It is important to note that the reestablishment of cognitive consistency is 
supposed to be an entirely conscious process (Gawronski & Bodenhausen, 2014, p. 194). 

The APE-model is promising because it accounts for the fact that subjects are introspectively aware 
of their biases, while being able to explain the mismatch between conditions (iii) and (iv). Alas, the 
explanation is problematic. First, it is assumed that the reestablishment of cognitive consistency that 
leads to implicit biases is a conscious process. This implies that everyone who has an implicit bias 
should be aware of this fact. This contradicts the findings that not all subjects in Hahn et al.’s study 
could become aware of their biases, and that even successful subjects were surprised and felt guilty 
when realizing that they are biased. This shows that implicit biases are unconscious in some sense. A 
second problem is that it is implausible to think that people can decide to like someone if they know 
that they do not like that person. 

 
3. The Repression Model of Implicit Bias 

The problems of the explanation of the mismatch based on the APE-model can be avoided if one 
thinks of implicit biases in terms of repression. According to the Repression Model of implicit bias, 
the mental states underlying implicit biases are repressed in the sense that they are, first, not attended 
to as the result of an impulsive act that is induced by an inner conflict that results from the awareness 
of having a certain feeling towards P in combination with the desire not to have P, where the desire is 
a consequence of the self-image and/or the internalized social norms. Second, the fact that attention is 
always shifted away from the feeling has the consequence that the feeling is prone to be 
miscategorized (e.g., a feeling of fear is miscategorized as a bad stomach). Third, the repression 
behavior becomes automatized such that the trigger of the repressed feeling will automatically induce 
the shift of attention and the miscategorization without inducing the conflict. At this stage, repression 
is complete in the sense that the feeling is unconscious (= disposed not to be in the focus of attention; 
disposed to be miscategorized) and the inner conflict is not induced anymore. Still, the feeling will 
influence the subject’s behavior in a way that is not controllable for the subject because she is not 
aware of having the feeling. 

The Repression Model accounts for the advantages of the APE-model: it assumes that implicit 
biases are due to feelings that can in principle be introspected; it is compatible with the idea that these 
feelings are due to mental associations; and these feelings plausibly cause behavior in the same way 
the affective reactions in the APE-model do. Still, the Repression Model avoids the problems 
afflicting the APE-model. First, we can explain why only some subjects were able to introspect their 
biases: depending on the strength of the automatization of the repression, one might not be able to 
detect the bias-feeling and/or categorize it correctly. Similarly, we can explain why subjects were 
surprised and felt guilty when realizing that they are biased: so far, they have been repressing the bias-
feeling—the experimental setup made them pay attention to the feeling and it provided the subject 
with the right concepts to label the bias-feeling. This new awareness, then, triggered the conflict-
feeling again. Second, we are not committed to the implausible assumption that people can simply 
decide to like someone while knowing that they do not like that person. According to the Repression 
Model, the subject does not have to make the evaluation “I don’t like African-Americans” in order to, 
then, reject it. Implicit biases do not result from cognitive inconsistency that has to be resolved by 
rejecting a belief. Rather, implicit biases result from the subject’s attempt to avoid the violation of a 
desire. Finally, based on the Repression Model we can make several interesting empirical predictions. 
For example, if the model suggested here is adequate, subjects with a repressive personality style 
should be less likely to accurately predict their IAT-scores, and people with implicit biases should 
have higher skin conductance responses when confronted with bias-related stimuli (Kehyayan, Best, 
Schmeing, Axmacher, & Kessler, 2013). 
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Making Sense of the Emergent Property: Association or Inference? 
Hsiulin Ku 

The issue of the emergent property, or the ad hoc concept, has been quite come to the front in 
truth conditional pragmatics. It seems that the contextual influence not only threats the status 
of minimal content, but also forces us to reconsider how it is possible to have the novel 
application of a word in sentences, except some local pragmatic modulation of the word’s 

contribution to sentence, such as loose use or enrichment. The ability to make sense of an 
utterance, or the ability to grasp the primary content (explicature), with novel application or 
not, has been given two kinds of model, the associative model proposed by Francois Recanati 
and the relevance-inferential ones by Relevance Theory (RT). In this paper, I advocate for the 
former stance and suggest a new way to accommodate the emergent property. The 
argumentation goes in following points:  
(i) There is need to indicate that the notion of inference and relevancy in RT’s model is not 

that kind of clear to deal with primary content or explicature. There are cases to show that the 
routes of inference can be multiple and equally relevant to the context, but the one that jumps 
into or stays in interpreter’s mind is the one that most fit with the occurrent interpretation 
schema. There are also cases showing that even being corrected, one still follows the wrong 
interpreting method unconsciously—simply cannot transform the interpretational policy 
easily. Moreover, there are cases where the interpreter cannot reflect the way of interpreting 
or modulating, let alone inference, but the communication goes well. There are even cases 
that, facing the exactly the same utterance, under the same context and conditions, one may 
not have the same interpretation. I suggest that schema can have better explanatory efficacy to 
these cases, and both notions of inference and relevance can be accommodated by the notion 
of schema.  
(ii) RT maintains that the notions of meta-representation and schema-shift in Recanati’s 

associative model give the way to the relevance-inferential model, since any move to 
meta-level or shift depends on the interpreter’s finding something and reasoning to the new 

way of interpretation. To compose and modulate the words’ meanings in an utterance, one 
needs other information to decide the target and direction. And this is where inference comes 
in.  

However, I indicate that any seemingly intermediate step to meta-level or shift to other 
schema is not exactly bridged by inference, but guided by the semantic sentiment of the 
schema--Frege calls such sentiment “Färbung”, Dummett calls it “tone”, and Picardi calls it 
“aura”. Furthermore, I show that this sentimental function of the schema makes a better 
account for the emergent property. 

 
Key words: emergent property, association, inference, Relevance Theory, Recanati 
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Multipropositionalism and Necessary A Posteriori Identity Statements 

Abstract 

In contrast to the prevailing positivist views of the time, Kripke (1971/1980) famously argued that “an 
identity statement between names, when true at all, is necessarily true, even though one may not know it 
apriori” (1980, 108). Kripke’s claim was revolutionary, and, though the intuitions motivating Kripke’s claim 
are widely accepted, contemporary analytic philosophers continue to be puzzled by it. How can empirical 
evidence be required to know whether or not something is true, if it is necessarily true, i.e. true in every 
metaphysically possible world? Empirical evidence is typically required for knowledge only when something 
is true in some possible worlds, yet false in others; one needs empirical evidence to determine to which 
group the actual world happens to belong. So why would one need empirical evidence to know something 
that is true in every possible world? Why would one need empirical evidence that something is the case, if it 
cannot but be the case? Here we will be concerned to solve this puzzle. More precisely, here we will be 
concerned to explain why utterances of the all-too familiar sentence  

 (1)  Hesperus is Phosphorus. 

can be correctly categorized as semantically expressing both something that is (weakly) necessary, and 
something that is aposteriori. The explanation we endorse relies on a version of Perry’s (2001/2011) 
multipropositionalism: A single utterance of a declarative sentence semantically expresses multiple 
propositions. On our view, what explains Kripke’s revolutionary claim with regard to an utterance of (1) is 
that such an utterance semantically expresses several propositions, one of which is necessary (and apriori), 
and another of which is aposteriori (and contingent). 

 This prima facie plausible explanation of Kripke’s claim, however, seems to be threatened by 
Soames (2005) nesting argument against two-dimensionalism. Two-dimensionalism (Soames treats Chalmers 
(1996) and Jackson (1998) as paradigmatic proponents of two-dimensionalism) also associates multiple 
propositions with particular utterances of (1), and moreover it also claims that one of these propositions is 
necessary (and apriori), while another is aposteriori (and contingent). Soames’ nesting argument, succinctly 
put, is that views which propose explaining seemingly incompatible properties of what is semantically 
expressed by an utterance by associating multiple propositions with the utterance cannot provide an adequate 
account of utterances of complex sentences in which an epistemic operator is nested inside the scope of 
metaphysical operator.  If Soames’ nesting argument refutes two-dimensionalism –and we grant that it does– 
then, given the similarities between two-dimensionalism and Perry’s multipropositionalism, does Soames’ 
argument not also undermine our multipropositionalist explanation and interpretation of Kripke’s claim? We 
argue that it does not. Though both explanations rely on the plausible idea that a single utterance is in some 
way associated with multiple propositions, two-dimensionalism differs from multipropositionalism in that it 
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is further committed to the traditional monopropositional framework according to which utterances 
semantically express (at most) one proposition. Soames’ argument succeeds against two-dimensionalism 
only because two-dimensionalism is committed to monopropositionalism (i.e., the idea that the utterance of a 
sentence semantically expresses at most one proposition). Our multipropositionalist theory rejects the 
traditional monopropositional framework, and consequently it is not refuted by Soames’ nesting argument. 

Our multipropositionalist explanation of Kripke’s claim is presented and defended in four sections. 
In section 1 we present some of the main features of Perry’s multipropositionalist theory and illustrate why 
the theory offers a compelling explanation of Kripke’s claim. In section 2 we present two-dimensionalism’s 
similar explanation, and in section 3 we formulate a version of Soames’ (2005) nesting argument against 
two-dimensionalism. Finally, in section 4 we consider Soames’ nesting argument as an objection against the 
multipropositionalist explanation and interpretation proffered in section 1, and we demonstrate that, despite 
the similarities between two-dimensionalism and multipropositionalism, Soames’ argument does not apply 
against multipropositionalism. 

Keywords: identity statements; multipropositionalism; necessary aposteriori.
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Against Predicativism of Names (Abstract) 

According to predicativism of names, even names that occur in argument positions have the same 
type of semantic contents as predicates. (Sloat 1969; Burge 1973; Bach 1987, 2002; Elbourne 2005; 
Matushansky 2008; Sawyer 2010; Fara 2011, 2015a 2015b). I first present three objections against the 
description theory which holds that a bare singular name “N” has the same semantic content as the 
definite description “the object (appropriately) named ‘N’” as the view shared by most predicatvists. 
These are the modal, the epistemic, and the translation objections. 

   Let us first briefly consider the Kripkean modal objection (Kripke 1980). Compare the following 
two modal sentences:  

(1) Trump might not have been Trump. 

(2) Trump might not have been the man named “Trump”. 

There seems no true reading of (1), whereas there is an intuitive true reading of (2). Names are rigid 
designators, while definite descriptions are not. 

   The second objection is the Kripkean epistemic argument (Kripke 1980). It is based on the fact 
that the following two sentences have the different epistemic statuses: 

(3) If Trump exists, Trump is the man named “Trump”. 

(4) If the man named “Trump” exists, the man named “Trump” is the man named “Trump”. 

(4) is clearly knowable a priori, while (3) is only knowable a posteriori. In order to know that Trump 
has the name “Trump”, I have to see what name linguistic community members commonly use to 
refer to Trump, or they have to inform me of what Trump’s name is. Before having the relevant 
experiences about it, there is no way to know what name Trump has. 

   Let us finally consider the translation objection. Compare the following two sentences:  

(5) Trump is the present U.S president. 

(6) The man named “Trump” is the present U.S. president. 

This objection hinges on the intuition that (5) is simply about the person Trump, while (6) is about the 
particular name “Trump”. It becomes clearer if we translate them into another language: 

(7)    . 

(8) “Trump”       . 

They seem like correct translations, which preserve the literal meanings of (5) and (6). However, it 
seems possible that a certain Korean speaker who knows the proposition expressed by (7), i.e., that 
Trump is the present U.S. president, does not know the proposition expressed by (8) if she does not 
know any letter of English. 

All of these three objections strongly suggest that the bare singular name “Trump” cannot have the 
same semantic content as the definite description “the man named ‘Trump’”. 

However, Fara (2015a) attempts to resolve the modal objection with her “the”-predicativism, the 
view that whenever a name “N” occurs as an unmodified bare singular in an argument position, the 
unpronounced definite article “the” always co-occurs in front of “N” and they constitute the 
incomplete definite description “ the N” (Sloat 1969; Matushansky 2008; Fara 2015a, 2015b). 
According to these “the”-predicativists, there is actually the definite article “ the” ahead of the bare 

Lee
Against Predicativism of Names 4-0-13

106



singular name “Trump”, and the incomplete definite description “the Trump” works the same way as 
other incomplete definite descriptions, say, “the table”. 

   Here Fara argues that “the”-predicativism immune to the modal objection because incomplete 
definite descriptions are rigid. Consider the following sentence: 

(9) Olga enjoyed the party. 

Fara claims “the party” in (9) is a rigid designator. She says, “If you were to sincerely utter [(9)], you 
would be talking about some one particular party – call it BASH – and saying of it that Olga enjoyed 
it.” (Fara 2015a: 97).  

Fara’s argument for it is based on the observation that incomplete descriptions do not seem to take 
narrow scope like names (Fara 2015a: 99-100). However, it seems that incomplete descriptions can 
take narrow scope. Suppose that my friend and I know that Olga enjoys the party when and only when 
I am with her, and Olga really wanted to go to the party with me last night, but she could not. If I utter 
“Olga might have enjoyed the party” in this context, my utterance seems to express the proposition 
that this might have been: Olga enjoyed the party that I went to last night, not the propositions that the 
party that I went to last night is an x such that this might have been: Olga enjoyed x. 

   Moreover, the semantic content of an incomplete description does not seem to be the denoted 
object unlike a name. Consider following two sentences:  

(10) The party was a social gathering. 

(11) BASH was a social gathering. 

If the semantic content of (10) is the same as that of (11), which is a singular proposition, then it is 
puzzling why (10) seems a priori (and analytic), whereas (11) seems not. If I say, “I participated in 
BASH yesterday”, then the hearer comes to know that BASH is some kind of event and can start to 
competently use the name “BASH”. But she can still wonder what kind of event it is: knowing the 
proposition expressed by (11) is surely a posteriori. 

Bach’s response to the objections is completely different from Fara’s. He agrees with the idea that 
descriptions, whether they are complete or incomplete, are not rigid. He claims rather that a name “N” 
is not rigid, because it is semantically equivalent to the description “the bearer of ‘N’”, and this 
description is not rigid (Bach 1987: 167-174; 2002: 85-88). 

Bach provides some cases where we use bare singular names non-rigidly. He says, “[S]uppose that 
Aristotle’s parents decided to name their first two sons “Aristotle” and “Aristocrates” but hadn’t 
decided in which order. Then, when their first son was born, they made up their minds and named him 
“Aristocrates”, saving “Aristotle” for their second son, the future student of Plato. They could have 
made the reverse decision” (Bach 2002: 88). In this circumstance, according to Bach, we have a true 
reading of the sentence “Aristotle might not have been Aristotle”, which actually means that Aristotle 
might not have been the bearer of “Aristotle”. 

However, the intuition of the suggested true reading seems to arise from the use-mention 
confusion. This becomes clearer if we devise the exactly same kind of example for ordinary 
predicates: Suppose that the inventor of the laptop hadn’t decided which word she used to name it. 
She was torn between two words “laptop” and “lapdown”. Finally, she made up her mind and named 
it “laptop”. In this circumstance, we can pragmatically covey something true by uttering the sentence 
“Laptops might not have been laptops.” But it seems clear to me that this sloppy, colloquial speech 
does not suggest any view that the semantic content of “laptop” is the property of being in the 
extension of the word “laptop”. The semantic content of “laptop” is surely the property of being a 
small portable computer. 
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On the Uniformity of Proper Names 
 

      In the semantics for proper names, predicativism is the view that proper names (a) have the same 
semantic type as count nouns (e.g. <e,t>-type in extensional semantics), and (b) express properties that 
are applicable to multiple objects. Predicativism is mainly aimed at providing a uniform account (that 
is, one without appealing to lexical ambiguity) of the following two types of uses: 
(1) Stella is in the museum. (Referential Uses) 
(2) Two Stellas are in the museum. (Count Noun Uses) 
Predicativists (e.g. Burge and Fara) generally claims that proper names express name-bearing properties. 
For example, “Stella” expresses the property of being called “Stella” or being named “Stella”. 
Referential uses like (1) are explained by postulating a covert determiner that functions like “the” (e.g. 
Fara) or “that” (e.g. Burge). Using “Stella” to refer to a particular Stella is just like using “the cat” or 
“that cat” to refer to a particular cat. In this paper, I argue that this predicativist account gives wrong 
predictions about the meanings of bare proper names (that is, names without any determiners) and then 
develop a positive account of referential and count noun uses of names, according to which proper 
names are semantically referential but there is a null derivation that transforms names to count nouns, 
working semantically like the affix “-ian”. 
      According to predicativism, a proper name appears as a count noun in every occurrence and thus it 
always expresses a property which can apply to multiple objects. Predicativism predicts that bare proper 
names do not have referential readings. But this prediction is wrong. I appeal to two main kinds of data: 
incorporated names and modified names. Incorporated nouns and modified nouns as the arguments of 
non-intersective adjectives are known as bare in the sense that they do not carry any determiners. 
(3) John is a [bike owner]. 
(4) *John is a [[the/that/this bike] owner].  
(5) There is a [fake princess] in the party. 
(6) *There is a [fake [the/that/this princess]] in the party.  
(7) John is a Donald Trump supporter. 
(8) Since the breakdown of Imperial Russia, there have been many fake Anastasias.   
If names are a kind of count noun, it is expected that incorporated names and modified names as the 
arguments of non-intersective adjectives should be bare and so lack any referential readings. But they 
have referential readings. That is, “Donald Trump” in (7) can refer to a particular Trump and “Anastasia” 
in (8) can refer to a particular Anastasia.  

Predicativists might respond by claiming that predicativism with a certain version of a domain 
restriction theory (e.g. Stanley and Szabo’s Nominal Restriction Theory) can explain the referential 
readings of (7) and (8). According to the nominal restriction theory, there is an unpronounced variable 
which comes with a noun. The linguistic contribution of the variable is to provide a contextually salient 
property, and the meaning of the whole noun phrase including both an overt noun and the covert variable 
is the intersection of the set contributed by the noun and the set contributed by the hidden variable. 
Given this picture, predicativists can say that the referential readings of (7) and (8) are derived when 
the intersection of the two sets contributed by a noun and the variable is a singleton set. 

However, there are two problems with this suggestion. First, predicativism with the nominal 
restriction theory might be able to explain positive evidence, but it still fails to explain negative evidence 
that incorporated count nouns do not have referential readings. If predicativists accept the nominal 
restriction theory, then it seems that a count noun as well as a proper name should carry a domain 
variable and so incorporated count nouns should be able to have referential readings. But they do not 
have such readings. That is, “bike” in (3) cannot refer to a particular bike.   

The second problem of the combination of predicativism and the nominal restriction theory is that 
it produces wrong truth conditions regarding the referential readings of modified proper names. If 
“Anastasia” carries a domain variable, both “Anastasia” and the domain variable will be in the scope 
of “fake” in (8). So the logical form of “fake Anastasia” is like “fake F G”. In order to be a fake F G, 
one should 1) present oneself, or be presented, as F and G and 2) be not (F & G). For example, a fake 
Russian princess is a person who presents herself (or is presented) as Russian and a princess but is either 
not Russian or not a princess. Thus, if predicativism is correct, in order to be a fake Anastasia, one 
should present herself (or be presented) as being called Anastasia. However, this is not correct because 
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a fake Anastasia can present herself (or be presented) as an Anastasia who lost any memory of her name 
for some reason. 
      As Jeshion (2015) pointed out, count noun uses of proper names are not limited to meta-linguistic 
examples.  
(9) a. Two Stellas are inside the museum. (Producer Example) 
      b. There are two paintings by the artist Frank Stella inside the museum. 
(10) a. Two Obamas came to the Halloween party. (Representation Example) 
        b. Two people dressed as Obama came to the Halloween party.  
(11) a. Two little Lenas just arrived. (Resemblance Example) 
        b. Two children (of Lena) who resemble Lena just arrived. 
The a-sentences in (9) - (11) can be used to express roughly the same propositions as the b sentences. 
That is, proper names can be used not only as count nouns that express meta-linguistic properties (e.g. 
being called Stella) but also as count nouns that express individual related properties (e.g. paintings by 
Stella, people dressed as Obama, children of Lena who resemble Lena). 
      My suggestion is that there is a null-morpheme, the function of which is similar to that of “-ian”. 
When the affix “-ian” combines with a name, it plays at least two roles. One is to change the semantic 
type of proper names (e-type) into the predicative semantic type (<e,t>-type). The other is to introduce 
a relation into the meaning of the resulting expression. For example, depending on context, “Kripkean 
idea” can have a variety of meanings: ideas claimed by Kripke, ideas which conform to the philosophy 
of Kripke, ideas originated with Kripke and so on. So, the lexical entries of “-ian” and “Kripke” can be 
given as follows: 
(12) -ian  = λ.R D<e<e,t>>. λ.x De. λ.y De. Ryx.  
(13) Kripke  = Kripke. 
According to (12), “-ian” takes a relation R and an individual x, and then produces the property of being 
in the relationship R with x. Since “-ian” has to take a relation before combining with a proper name, it 
should be understood as carrying the relation variable R, the value of which should be assigned by a 
context. Then, the compositional meaning of “Kripkean” can be given as follows: 
(14) Kripke [R -ian]  = λ.y De. y is in the relationship R with Kripke. 
According to (14), “Kripkean” expresses a property of being in some contextually provided relationship 
R with Kripke. Since the value of the relation variable R is determined by a context, the meaning of 
“Kripkean” is context-dependent.  
      According to my suggestion, the null morpheme “Ø” is present in the logical forms of the proper 
names in (9)-(11). 
(15) -Ø  = λ.R D<e<e,t>>. λ.x De. λ.y De. Ryx.  
When the relations of Being painted by, Being dressed as, and Resembling are assigned as the values 
of the relation variable, the combinations of the proper names in (9) - (11) and the null-morpheme “Ø” 
can express the properties of Being painted by Frank Stella, Being dressed as Obama, and Resembling 
Lena.  

One might object to my claim that all count noun uses of proper names can be explained by the 
referential meanings of proper names and the meaning of the null-morpheme “Ø” on the ground that it 
does not explain the meta-linguistic meaning of a proper name that predicativists have assumed. That 
is, in (2), the semantic contribution of the name “Stella” is not the object Steall in the world, but the 
meta-linguistic object “Stella”. It seems that in this context, the property expressed by “Stella-Ø” is 
Bearing the name “Stella”, rather than being in some relationship with a particular person Stella.  
      My answer to this objection is that linguistic expressions are sometimes used to refer to themselves, 
or that quotation marks are sometimes omitted from the names of linguistic expressions (Jeshion 2015c; 
Leckie 2013). Consider the following examples:  
(16) a. My name is Stella.  
        b. Stella is quite popular these days (with expectant parents). (Jeshion 2015). 
Even though proper names are not placed in quotes, the sentences in (16) appear to be very natural in 
both spoken and written language. If “Stella” in (2) has been used in the same way as the names in (16), 
then the property of Bearing the name “Alfred” can be derived from the semantic contributions of 
“Stella” and “Ø” when the relation Bearing is assigned as the value of the relation variable. 
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Towards a Unified Semantics
for Extensional and Cognitive Verbs

1. Introduction. The principle of compositionality is one of the central tenets of contemporary
semantics. This principle states that the content (or ‘meaning’) of a complex linguistic expression
is determined by the contents of its syntactic constituents and their mode of combination (cf.
Hodges 2001; Pagin and Westerst̊ahl 2010). The compositionality of linguistic contents explains
the productivity and systematicity of linguistic understanding1 and is supported by the preferabi-
lity, ceteris paribus, of semantic theories with minimal complexity (cf. Szabó 2017; Pagin 2012).

The past decades have witnessed the remarkable success of theories assuming compositional-
ity. However, recent work in semantics and the philosophy of language has identified a number of
challenges for compositionality. These challenges prominently include the contexts provided by
de dicto-readings of cognitive attitude verbs like believe (cf. Cresswell 1985; Pelletier 1994). Such
contexts have stricter requirements on the substitutability of their clausal complements than the
contexts provided by extensional verbs like indicate. In particular, truth-conditionally equivalent
expressions (e.g. (1a), (1b)) which can be substituted salva veritate in extensional contexts can
often not be substituted salva veritate in cognitive contexts. The difference in substitutability
between extensional and cognitive verbs is exemplified by (2) and (3).

(1) a. Someone added sodium to the solution.

b. Someone added natrium to the solution.

(2) a. The reaction indicates rcpthat s.o. added sodium to the solutions. (T)

b. The reaction indicates rcpthat s.o. added natrium to the solutions. (T)

(3) a. Len believes rcpthat someone added sodium to the solutions. (T)
/ / / / / / / / / / / / / / / / / / / / / / / / /

b. Len believes rcpthat someone added natrium to the solutions. (F) !

Philosophical semantic theories attempt to answer the above challenge i.a. by explaining the
intuitive non-substitutivity of truth-conditional equivalents in cognitive contexts w.r.t. the prag-
matic basis of these intuitions (cf. Salmon 1986, Ch. 6) or w.r.t. the presence of hidden indexical
arguments of cognitive verbs (cf. Crimmins and Perry 1989; Richard 1990). However, since these
accounts undermine speakers’ intuitions about substitutivity, require a hard-to-specify notion of
pragmatic implicature, or question the structural correspondence between syntax and semantics,
none of these answers has been adopted into mainstream formal semantics.

2. Objectives. This talk outlines an alternative answer to the above challenge that follows
the lead of two-dimensional semantics (cf. Chalmers 2006; 2011). Like Chalmers’ semantics, our
answer interprets complement clauses as unified contents that include both the truth-conditional
content of these clauses (hereafter glossed semantic content ; cf. (2)) and the kind of content that
is required to capture the substitution behavior of cognitive constructions like (3) (hereafter glos-
sed cognitive content). Like Chalmer’s semantics, our answer explains the different substitution
behavior of extensional and cognitive verbs by assuming that these verbs select for different com-
ponents of the unified content (cf. Chalmers 2006, p. 104). In particular, while extensional verbs
like indicate only select for the semantic component of their complement’s unified content, cog-
nitive verbs like believe also select for the cognitive component of the unified content.

In contrast to two-dimensional semantics, our answer treats the unified content as an object
of the same type as the semantic or the cognitive component of this content,2 and does not as-
sume a strict separation between the semantic and the cognitive component of unified content.
As a result of the former, our answer does not require the interpretation of different occurrences

1See (Werning 2005) for a critical assessment of these arguments for compositionality.
2Two-dimensional semantics analyzes unified content (there called two-dimensional intensions) as functions from
centered worlds to sets of possible worlds (type xs, xs, tyy) and analyzes the semantic and the cognitive component
of this content as sets of possible worlds resp. of centered worlds (type xs, ty).

1
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of the same expression as objects of different types and, hence, enables a simpler compositional
interpretation of natural language (cf. Liefke and Werning, submitted; Theiler et al. 2016). As
a result of the latter, our answer enables the modeling of ‘mixed’ contexts (i.e. the contexts pro-
vided by, e.g., factive verbs like remember), which require the combination of particular aspects
of semantic and cognitive content, without combining all of semantic and cognitive content (cf.
Marconi 2005, Sect. 4). To reflect the integrability of aspects of the cognitive component of con-
tent in semantic content (and vice versa), we call the proposed semantics Integrated Semantics.

To obtain the integrated notion of unified content described above, Integrated Semantics
interprets sentences and clausal complements as functions (called parametrized unified contents)
from agents’ informational situations to partial sets of informational situations. The members
of these sets satisfy both a semantic constraint (i.e. the members’ support of (the proposition
expressed by) the complement) and a cognitive constraint (i.e. the members’ encoding of the at-
titude bearer’s information about the complement’s subject matter at the bearer’s informational
situation). Parametrized unified contents serve as input of the compositional machinery. In Inte-
grated Semantics, the different substitution behavior of extensional and cognitive verbs is ex-
plained by the fact that extensional and cognitive verbs supply different arguments for the para-
metrized unified content of their complement and, thus, yield different unified contents of the
same complement. In particular, while cognitive verbs like believe supply the informational sit-
uation of the verb’s subject (at the time of cognition), extensional verbs like indicate supply the
‘empty ’ situation, i.e. the situation which does not support any sentence. Our talk will specify
the particular interpretation of extensional and cognitive verbs that brings about these verbs’
different substitution behavior, and will give a unified compositional semantics for a small frag-
ment of English containing these verbs.
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What about the colours? Shoemaker on appearance properties 

The objects we perceive can appear differently to different perceives and in different circumstances of 

perception. According to a number of philosophers, accounting for this everyday phenomenon motivates an 

appeal to special properties of objects, construed sometimes as perceiver- or experience-dependent properties 

(cf. e.g. Johnston 1992, McLaughlin 2003, Levine 2006) and sometimes as objective, but context-dependent 

properties (cf. e.g. Noë 2004, Schellenberg 2008, Genone 2016). I here focus on one of the most 

sophisticated versions of this approach: Shoemaker’s ‘appearance properties’ view (2000, 2003, 2006). On 

this view, when an object appears different to a perceiver in spite of retaining its objective, intrinsic 

properties, this is due to its appearing to have different appearance properties, which are individuated partly 

in terms of the perceiver’s experience. The metaphysical commitment to properties other the ones we usually 

suppose the objects we perceive to have is supported by the Ways=Properties Principle (Shoemaker 2006): 

an object’s appearing a certain way is always a matter of its appearing to have a certain property. Since 

sometimes the way an object appears is not a matter of its appearing to have an objective, intrinsic property, 

such as a colour, shape, or size, Shoemaker argues, we need to suppose that objects also instantiate certain 

relational properties, which explain how they appear. Given the phenomenon of changing appearances, and 

in particular the actual and possible cases of intersubjective variation in how things appear, paradigmatically 

in colour experience, these relational properties are best construed as individuated partly in terms of the 

phenomenology of the perceivers’ experiences.  

On the face of it, Shoemaker’s appearance properties view seems to have the resources to account for the 

phenomenon of changing appearances, and for the related variation in the phenomenology of our perceptual 

experiences. But is it really a satisfactory theory of appearances? In this paper, I discuss a potential problem: 

the appearance properties view seems unable to account for the intuitively plausible claim that, in perceptual 

experience, we perceive the objective properties of objects. The problem extends beyond colour experience – 

Shoemaker’s preferred case – to shape and size perception, where, within his framework, we seem unable to 

perceive experience- and context-independent properties. On Shoemaker’s view, we always perceptually 

experience the experience-dependent appearance properties of objects and these properties constitute the 

ways things appear and explain the phenomenology of perceptual experience. As a result, despite 

Shoemaker’s claims to the contrary, objective properties such as colours lose their explanatory role: there 

seems to be no grounds for claiming that we perceptually experience these properties. The problem is a 

serious one: not only does the appearance properties view fail to respect our pre-theoretical assumption that 

properties like colours are paradigmatically perceivable, but, as I argue, the view also struggles with 

explaining an important case of changing appearances, i.e. colour constancy (cf. Kalderon 2008, Allen 

2016).  

I then discuss two strategies Shoemaker could adopt in response to the above problem, and argue that they 

are unsuccessful. The first strategy appeals to Shoemaker’s (2002) account of colour attribution. He 

distinguishes between a doxastic and a phenomenal sense of “looking”. Saying that an object looks e.g. blue 

in the doxastic sense means that, taking our visual experience at face value, we would judge that that object 
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is blue and thus attribute the colour to it. An object looking blue in this sense is compatible with it looking a 

variety of ways, and thus compatible with it instantiating a variety of appearance properties. By contrast, 

saying that an object looks blue in the phenomenal sense does not amount to attributing a colour to it, but 

rather an appearance property. However, Shoemaker holds, the object’s phenomenal way of looking can 

ground our colour attribution, because there are some privileged appearance properties that an object with a 

certain colour instantiates when perceived in standard viewing conditions. When an object phenomenally 

looks blue, then, it instantiates one the “canonical” appearance properties associated with the colour blue. On 

the basis of this account, Shoemaker could argue that perceiving one of the canonical appearance properties 

for a colour allows us to perceive the colour. In response, I argue that the account only explains how we can 

attribute colours in judgement and come to know about the colours of objects on the basis of our perceptual 

experience. Because colours only determine the doxastic ways of looking, they do not contribute to how 

objects appear phenomenally and thus, I argue, to perceptual phenomenology. At most, Shoemaker can 

defend the claim that perceptually experiencing one of the canonical appearance properties for a colour puts 

us in a position such that we “count” as perceiving that colour. This, however, means conceding that 

objective properties can at most be perceived in a different sense than appearance properties – the former can 

at most be perceived indirectly in virtue of perceiving the ways they appear. 

The second strategy Shoemaker could adopt is to revise his view, and argue that what explains how things 

appear are not appearance properties, but the “qualitative characters” of objective properties such as colours 

(2006). Since these qualitative characters are aspects of the colours themselves and not, as the 

Ways=Properties Principle prescribed, further properties of objects, Shoemaker can claim that perceiving a 

qualitative character is perceiving a colour, and so that, in accordance with our pre-theoretical assumptions, 

in colour experience we directly perceive the colours. At a closer look, however, Shoemaker is not really 

offering a new view, but merely giving a more plausible characterisation of his old view. It is not clear, I 

argue, that the new view rejects the Ways=Properties Principle and that the qualitative characters are not 

properties distinct from the colours, just like appearance properties were. If so, then formulating his view in 

terms of the new notion does not help Shoemaker with solving the problem I raised: when it comes to our 

perceptual experience, the colours themselves are still out of the picture. 

What can we learn from this discussion? I conclude by briefly considering two questions that go beyond my 

assessment of Shoemaker’s view. First, whether the prima facie counterintuitive consequence that we do not 

perceptually experience experience-independent properties such as colours and shapes should be regarded as 

a sufficient reason for rejecting a theory of appearances. Second, whether this consequence is the symptom 

of a more fundamental problem for the appearance properties approach, namely, that this approach is unable 

to fully explain how perceptual experience can gives us direct awareness of the mind-independent world. 
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The Normative Role of Logic- Abstract 
Logic gives us a very clear picture of what inferences are valid, if sets of sentences are consistent, and 
what form of sentences are tautological or contradictory. Accordingly, logic can tell you what sentences 
necessary follows from your beliefs, if your beliefs are consistent, and which of your beliefs are 
necessarily true or false. But does this information come with any normative force? To ask this question 
is to ask if logic places epistemic norms. I think the answer to this is yes, primarily because belief aims 
at truth, and to recognise a sentence is true but to resist believing it would be a mistake; it would be 
irrational. Accordingly, to recognise a sentence is logically true, or entailed by your beliefs, means you 
should believe those sentences in some sense. The real difficulty arises in nailing down exactly what 
that sense is. I defend a novel version, on which logic does place positive epistemic norms, but an 
agent’s rationality is only constrained by the norms of the logic they accept. 

Consider a very simple characterisation of the epistemic norms placed by logic: 

N1: Where A  B, if you believe A you ought to believe B 

This sort of norm is clearly unsatisfactory, not least for reasons pointed out by Harman (1986). For one, 
it is too demanding. This means you always ought to believe the logical consequences of your current 
beliefs. But it’s not even possible to recognise all the consequences, so we can’t consider someone 
irrational for failing to believe them all. Secondly, this would lead to being obligated to clutter our 
minds with irrelevancies. From our belief A, it follows that A v A, and A v A v A… and with the norm 
N1 we would be obligated to believe them all. 

For these sorts of reasons MacFarlane (2004) suggests a different characterisation: 

N2: Where A  B, you ought to see to it that if you believe A then you don’t disbelieve B  

This wouldn’t make the logical norms demanding or cluttering; you aren’t irrational for failing to 
believe logical consequences of your beliefs, but only if you disbelieve them. However, it is far too 
weak. According to N2, an agent who accepts A but refuses to make a judgement on A v A, an obvious 
logical consequence, couldn’t be considered irrational. MacFarlane suggests that whilst the norm cannot 
oblige the agent to accept the disjunction, we can say that logic gives her a (defeasible) reason to accept 
it. 

I submit that this is far from satisfying; the agent is clearly making a mistake when she refuses to accept 
A v A, she is being irrational. And it is not because she fails to believe something for which there is a 
pro-tanto reason to believe.  

Consider for example someone who fully believes that ‘grass is green’, and ‘the sky is blue’, and 
acknowledges that those together entail ‘grass is green and the sky is blue’, but refuses to take any 
attitude to the conjunction. This person is clearly making a mistake, they are being irrational. But this 
irrationality must go further than simply failing to do something for which there is a reason to do. As 
this reason is pro-tanto, an agent could very rationally fail to believe or disbelieve ‘the grass is green 
and the sky is blue’ if there were some reason to do so, which outweighed the reason to believe provided 
by the logic. Someone who recognises the validity of conjunction-introduction to two of their beliefs, 
and refuses to take an attitude to the conjunction is making a more fundamental error. They recognise 
that the truth of some proposition is guaranteed by some propositions they believe to be true, but refuse 
to take an attitude towards it. It is like claiming ‘P is true but I don’t believe it or disbelieve it’.  

We need a characterisation of the norms that is strong enough to capture the mistake here, but avoids 
being demanding or cluttering. 

Hartry Field (2009) gets something better: 
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N3: Where it is obvious A  B, you ought to see to it that if you believe A then you believe B, where 
A and B are in question 

This avoids being demanding or cluttering. An agent isn’t irrational for failing to believe all the 
consequences of their beliefs, as they are only obliged where those entailments are obvious and in 
question; as long as they’re disposed to believe them when they do come into question, they are acting 
rationally. This also captures the irrationality that N2 could not. However, I’m suspicious of the use of 
obviousness- obvious to who? An agent could be deemed irrational for failing to map their beliefs to 
disjunction-introduction, even if they’re not aware it’s a valid entailment, if that is considered an 
obvious entailment. In this respect, the norms could end up too strong. They could also end up too weak: 
I know that Fermat’s last theorem is true, but it certainly less than obvious based on it’s very 
complicated proof. Given the complicated but successful proof, it should be irrational to accept the 
axioms of number theory and deny Fermat’s last theorem, but N3 might not capture that. 

I suggest the following characterisation: 

N4: Where you accept that A  B, you ought to see to it that you’re disposed to believe B if you believe 
A 

This avoids demandingness and clutter in the same way as N3. However, I think the notion of being 
normed by a consequence relation you accept, rather than that is obvious, is better. It wouldn’t be 
irrational to fail to map beliefs over an entailment you’re not aware, and would be irrational to fail to 
map belief over one that you accept but isn’t obvious. 

MacFarlane objects to principles like N4 because of a priority issue; it seems backwards to think logic 
only norms our belief when we have logical knowledge. This means we are free to believe what we like 
if we aren’t aware of entailment- but don’t we seek logical knowledge to discover how we should 
conduct our beliefs, even in our state of ignorance? 

Whilst someone could make this complaint about N4, I suggest that it’s right we don’t consider someone 
irrational for failing to reason in accordance with inferences they don’t accept or aren’t aware of. If 
someone is an open advocate of a paraconsistent logic, with strong reasons for that advocacy, fails to 
use modus ponens, they shouldn’t be deemed irrational. But there is still a way to capture the sort of 
priority MacFarlane has in mind. I suggest that there could be competing epistemic norms placed by 
logic. If there is such a thing as the correct logic, then that logic can place norms also. However, if 
suggest that only the norms of the logic one accepts places norms that constrain rationality. 

Imagine two consequence relations, 1 and 2, with the following properties: 

A 1 B, A |≠1 C 

A |≠2 B, A 2 C 

Suppose agent S accepts 1, but 2 is the correct consequence relation. S believes A, should she also 
be disposed to B or C? I think, in line with N4, we shouldn’t think S irrational for accepting also B, but 
not C, as those are the entailments she recognises. But there is a sense in which she should accept C, 
but not B, as those as the entailments of the correct logic. There is a simple reason why; her beliefs 
would better track the truth she they did. The only norms relevant to her rationality are those placed by 
her accepted consequence relation, but a correct logic can still place competing norms of the following 
form: 

N5: Where A  B, you ought to see to it that where you believe A, you are disposed to believe B  

There is a sense that S ought to be disposed to believe B, as captured by N5, because her beliefs would 
better track the truth. This sense can capture what it is MacFarlane is pushing for in his priority concern. 
But N4 captures the epistemic norms places by logic that constrain an agent’s rationality.  

Matthews
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A commitment to haecceitism in Robert Stalnaker's solution to indexical beliefs 

The aim of my paper is to discuss a commitment to haecceitism implied in Robert Stalnaker’s account 
of indexical thoughts. With his solution to the problem of indexical thoughts Stalnaker aims to preserve 
the two main tenets of the traditional theory of beliefs: (i) beliefs are two-argument relations between 
the thinker and a proposition and (ii) propositions have absolute truth values. To this end, he adopts a 
constraint that every case of a lack of a de se belief (or other kind of an indexical belief) can be 
represented as an ignorance with respect to which world is the actual one. The constraint requires two 
controversial assumptions: (i) that identification of oneself by reference to the thought one is entertaining 
guarantees rigid designation across all epistemically accessible worlds (ii) haecceitism. The role of the 
first assumption is to provide a way of identifying oneself, which is immune to the problem of 
misidentification and thus does not bring in the problem of essential indexicality. As Claes Weber (2016) 
argues, it works only as long as we exclude the possibility of having singular thoughts about someone 
else’s thoughts (and by the same token having a third-person access to singular thoughts about one’s 
own thoughts). I will consider whether we have grounds to exclude such a possibility reflecting on what 
it might mean to have a singular thought about a thought.   
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Challenging Evolutionary Psychology with the eternalist view of the world 
 
1) Arguably, Evolutionary Psychology (EP) gets the right picture of human mind. I will start the talk 
by briefly motivating this claim. Basically, I’m going to describe EP as a research program (Lakatos, 
1970), whose “hard-core” – the idea that our mind is comprised by evolved information-processing 
mechanisms (widely known as the ‘massive modularity hypothesis’) – became clear in the 90s. Based 
on some interesting developments in the “protective belt”, I’m going to state that this program is 
indeed empirically progressive. 
 
2) EP may be challenged with the eternalist view of the world. To make the case, I’m going to bring 
in the Moving Spotlight Theory. This theory combines eternalism – the view that the world is a big 
concrete four-dimensional block – with the idea that one moment in time, the ‘now’, instantiates an 
A-property: presentness, and is therefore metaphysically privileged. All moments are equally real, and 
presentness is a property that moves from one moment to the next, like a spotlight. 
 
3) Considering that Moving Spotlight theory has an interesting claim about the architecture of the 
world, one might wonder: how does a massively modular mind handle such a world? What could a 
massive modularist say in reply to this question? I’m going explore one possible answer: that human 
mind counts one a module for event processing. To address this properly, I will sketch a 
computational explanation – an account of what the module does and why (Marr, 1982) – of that 
mechanism. To accomplish this enterprise, I will follow a set of guidelines proposed by Anderson 
(1990). In short, the module works with three goals: track presentness; link temporal parts that already 
instantiated this property and, based on the sort of motion that that sequence manifests, predict 
forthcoming temporal parts of that event (ie, temporal parts that will instantiate presentness shortly). 
Based on empirical literature, one may propose that this module maximizes fitness (i) by assigning 
intentionality to events that present motion with biological timing; and (ii) by processing events from 
the framework of a third person. 
 
4) Finally, I’m going to highlight a couple of limitations of this answer. First, it is not clear what 
could be the evolutionary story of this module. Second, it seems compatible only with Moving 
Spotlight Theory, which is highly controversial on its own. 
 
Keywords: Massive modularity; Eternalism; Motion. 
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Rational Action and De Se Skepticism 

A long lasting and quite influential tradition of philosophers, which has its roots in the work of 

Perry (1977; 1979), Lewis (1979) and Castañeda (1966), believes that First-Personal Self-thinking 

(FPT) – and indexical thought in general – is special or essential in some sense and cannot be reduced 

to other types of thoughts a thinker can grasp about him- or herself. What this essentiality consists of is 

not always clear, but the most common way to define the essentiality of first-person thought is by 

positing a necessary or at least in some sense special relation between FPT and agency. David Owens 

(2011: 267) for example claims: “It is widely agreed that agents need information in an egocentric form: 

they must think of places as ‘here’ and ‘there’, times as ‘now’ and ‘then’ if they are to be able to act on 

what they know.” Simon Prosser comes to the same conclusion and summarizes: “The most common 

view about the essentiality of indexicals is that without the kind of thought normally expressed using an 

indexical, it is not possible to act.” (Prosser 2015: 212) 

Recently this line of thought has been questioned by so called “De Se Skeptics” (cf. Torre 2016), 

such as Millikan (1990), Devitt (2013), Cappelen/Dever (2013) and Magidor (2015). They maintain that 

the proposed connection between rational action and first-person thought is not as tight or even 

necessary as believed by many adherents of the Perry-Lewis-Castañeda-tradition.  

Cappelen and Dever (2013) for instance claim: “First, it is not necessary for an indexical element 

to enter into the rationalization. Second, on our view the agent doesn’t even need to be represented in a 

non-indexical way in an adequate action rationalization. Nor does any part of the agent’s body need to 

be represented (indexically or not).” (Cappelen/Dever 2013: 37) Furthermore, Cappelen/Dever (2013) 

argue that their Action-Inventory-Model (AIM) is able to explain rational actions without an appeal to 

indexical thought or even any agent-related contents. Even persons with the same set of non-indexical 

beliefs and desires are able to act differently in the same circumstances, since they have different actions 

available to fulfill their desires. They do not need to have any beliefs about their available actions in 

order to act rationally. 

In the proposed talk I will firstly offer a critique of Cappelen’s and Dever’s AIM and present cases 

their model is not able to account for. I will conclude with an inference to the best explanation that we 

should rather adopt a model for rational action that appeals to beliefs (or other forms of representation) 

about the available actions than to the action inventory itself. Then, I will argue why those beliefs (or 

other forms of representation) about the available actions should be regarded as first-personal. I will 

identify three peculiarities of FPT that support this claim.  

The first feature is the reflexivity of FPT. When persons think via first-person thoughts about 

themselves they usually belief that they do so. They think about themselves as themselves in virtue of 

the type of thought they have grasped. This might be different in cases where persons use a definite 

description or a demonstrative concept and accidently happen to be the object to which those concepts 

apply. The second distinctiveness that relates to the first one is that first-person thoughts do not require 

any sophisticated information in order to be used to reflexively think about oneself. Even an amnesiac 

Niemeck
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who has lost almost all information about himself is able to think about himself via first-person thoughts. 

The only thing he really needs to know about himself is that he is the producer of the thought in question. 

This information seems to be more secure and less laborious to gain than other forms of information he 

might have about himself. The last peculiarity that I would like to point out is the fact that when we 

think with certain indexicals we think about the things our thoughts are about via certain relations in 

which they stand to us. Hence, if a speaker or thinker uses “I” he is not solely referring to himself but 

he is referring to himself in virtue of and by presupposing a particular relation that he bears to the object 

he is referring to and that is the relation of identity. This relation is not presupposed by non-indexical 

thoughts with the same truth-conditions. For example, when I am thinking “I am in pain.” I presuppose 

that I am identical to the thing my thought is about. This seems to be not presupposed by a thought like 

“The author of this proposal is in pain.” 

In the final section, I will sketch how these features of FPT – i.e. reflexivity, effortlessness and 

relational presuppositions – relate to rational action in general. I will conclude that it is not only 

important that we have beliefs about our available actions but that we additionally have the information 

that these available actions are also ours. Accordingly, it is not enough for rational action that we have 

an action inventory, we also need to know which of the many action inventories is ours. I will conclude 

that the identified features of FPT – and thus FPT itself – play a crucial role in maintaining this 

information. 
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How to account for Subjective Character? 

There is widespread agreement between many contemporary philosophers of mind that 

phenomenally conscious states involve in addition to their qualitative character some kind of 

subjective character. (among others cf. Block 1995; Frank 2011; Gallagher/Zahavi 2008; Kriegel 

2009; Kriegel/Horgan 2007; Levine 2001; Metzinger 2000; Schlicht 2014; Strawson 2011; 

Williford 2014, 2006; Zahavi/Kriegel 2016; Zahavi 1999) If a person experiences something he 

or she is not only experiencing the object of that experience but in addition that him- or herself is 

having that very experience. Accordingly, in the case of seeing something red it is not only 

something like (cf. Nagel 1974) to see red but it is at the same time something like that this red 

experience is for me or mine. Ned Block (1995) has named this phenomenon “me-ishness” and 

many authors have followed him in believing in it. What is not so clear though is how one is 

supposed to understand the nature of this experience accompanying subjective character or me-

ishness.  

There are different accounts that have been provided to answer this question. In a first 

instance, I will offer a taxonomy of these accounts of subjective character and explain what sets 

them apart from each other. I will introduce four main approaches to subjective character, which 

are self-representational accounts (cf. Kriegel 2009), self-acquaintance accounts (cf. Williford 

2014), pre-reflective accounts (cf. Henrich 1967; Frank 2011; Zahavi 1999) and mode of 

presentation accounts (cf. Recanati 2013; Musholt 2015; Kriegel/Zahavi 2016). In the second 

part, I will review some of the central assumptions and questions that form the motivation for 

many of the accounts of subjective character. Central to this part of my presentation are issues 

concerning the purportedly special epistemic and semantic status of first-personal self-ascriptions 

of phenomenally conscious states. Many adherents of the subjective character view rely on the 

phenomenon of immunity to error through misidentification relative to the first-person pronoun 

(Shoemaker 1968) (cf. Musholt 2015; Recanati 2013; Zahavi 1999, 2004) and take it as evidence 

for a form of subjective character. Others maintain that first-personal linguistic self-reference is 

only possible because there are pre-linguistic, experiential forms of self-awareness. (Bermúdez 

1998; Lang 2010; Musholt 2015; Nozick 1981) This part of the presentation will focus on those 

aspects but is not limited to them. In the third and final section, I will offer some concluding 

remarks of what kind of account will be best suited to give the most satisfactory answers to the 

questions introduced in part two and discuss individual problems that each of the main accounts 

of subjective character possibly generates. 
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Sub-sentential speech acts: a situated contextualist account  
 
1. Introduction 
The most commonly given examples of sub-sentential speech acts are expressions such as “Nice dress“, “From 
Spain“, “Where?“ used in such circumstances in which speakers uttering them are regarded as “making moves in a 
language game”, e.g. asserting, asking, promising etc. If Mum knows that Johnny is looking for his ball and says 
„Under the table“ she probably means – and will be understood as meaning – „Your ball is under the table“ (or 
„The ball is under the table“, “It is under the table” etc.). If “Under the table” were uttered in response to the 
question “Where is my ball, Mummy?”, Mum’s utterance would be a straightforward case of ellipsis. However, 
since in our example it is uttered in a discourse initial position, with no (articulated) linguistic antecedent, regarding 
it as an ellipsis is much more problematic.  
Philosophers who discuss sub-sentential utterances might roughly be divided into those who think that such 
utterances are genuinely sub-sentential but nevertheless are speech acts, because they have propositional and truth-
evaluable contents (most notably Stainton, but also e.g. Elugardo, Carston, Hall) and those who think that they are 
speech acts but are not really sub-sentential, since they can be treated as a special kinds of ellipsis (e.g. Merchant, 
Ludlow, Martí). I side with the former “pragmatically-oriented” (Stainton 2006) group and I’m going to suggest a 
contextualist account of sub-sentential speech acts, which is based on Recanati’s moderate relativism and which is, 
in my view, a promising way of developing Stainton’s insights1. 
 
2. Situation-relativity: Perry and Corazza 
In his 1994 paper Perry uses Wittgenstein’s builder’s language game to argue that nouns used in isolation (such as 
“slab” or “pillar”) in the right circumstances might e.g. express the command (e.g. that the builder’s assistant is to 
pass a slab) even though such words are not part of sentences. He claims that there are two ways of expressing 
complete thoughts (Perry 1994: 33): either one can utter a complete sentence whose elements correspond to all 
necessary constituents of a proposition or one might only “complete a thought”: i.e. utter a word or a phrase which 
supplies only the missing constituents necessary to express a thought whose other constituents are part of the 
situation of utterance. Using Perry’s 1980 terminology we may say that those other elements present in the situation 
are unarticulated constituents and things that the sub-sentential utterance concerns rather than is about2.  
More recently Corazza (2011) has used Perry’s framework to argue that sub-sentential speech acts are best seen as 
situated unenriched illocutions. He appeals to Perry’s distinction between reflexive and incremental truth-
conditions and to his idea of situations providing necessary elements and argues that we do not need to appeal to 
ellipsis or pragmatic enrichment to claim that sub-sentential speech acts might be successful communicative acts. 
In his view it is enough for the communication to succeed if the hearer grasps a general thought expressed by a sub-
sentential utterance (i.e. its reflexive truth-conditions). If John says to Jane “Hidden on top of the shelf”, his 
communicative act will be successful if Jane entertains the thought “There is something hidden on top of the shelf”.  
She doesn’t have to grasp a singular thought expressed by John (such as “Cigars are hidden on top of the shelf”) 
(Corazza 2011).  
There are two main problems with Corazza’s view interpreted as an account of sub-sentential speech acts. Firstly, 
Corazza is much more interested in successful communicative acts than with speech acts. Communication may be 
successful even if no words are uttered, whereas in order to talk about speech acts we need an utterance with a 
more or less determinate content and illocutionary force. By saying that such utterances need not be enriched, 
Corazza likens them to nudges and kicks under the table, which indeed might be communicatively successful but 
cannot be regarded as speech acts. In order for a sub-sentential utterance to be e.g. an assertion it must have 
asserted as well as otherwise communicated content. And Corazza would be the first to acknowledge that “There is 
something hidden on top of the shelf” is not the asserted content of John’s utterance. 
The second problem is that Corazza considers in any detail only two sub-sentential utterances: “Hidden on top of 
the shelf” and “Reserved”. In both cases it is relatively easy to supply reflexive truth conditions. However, there are 
many utterances for which it would be a challenge. For instance, John might have said only “On top of the shelf”. If 
we do not enrich his utterance it will be unclear whether its reflexive truth conditions are “There is something on 
top of the shelf” or for instance “Put something on top of the shelf”.  
��������������������������������������������������������
1 Stainton (2006) argues that the sub-sentential utterances’ content must be pragmatically enriched, but in my opinion he is not 
specific enough in explaining how the enrichment is to be done. 
2 According to Perry there are also unarticulated constituents that are part of the content. These are the things that the 
proposition is about. See below. 
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3. Situated contextualism 
I think that there is a better way of using Perry’s ideas in accounting for sub-sentential speech acts. The way to do it 
is to adapt Recanati’s framework of moderate relativism. Recanati’s relativism presupposes two principles: duality 
and distribution, which say that to assign a truth-value to a proposition we need both a content and a circumstance 
of evaluation (duality), and that the determinants of truth-value distribute over content and circumstance 
(distribution). The principle of economy says that the richer the content, the poorer the circumstances can be and 
vice versa. (Recanati 2007: 33-34) Thus, for instance, the content of “It’s raining here and now” uttered on the 27th 
January 2017 in Paris will be that it is raining on 27.01.2017 in Paris and the circumstance will consist only of the 
possible world, whereas the content of “It’s raining” uttered in the same situation will be that it is raining, and not 
only the world but also time and place will belong to the circumstances. The explicit content (lekton) plus the 
situation of evaluation add up to the complete content. Recanati argues at length (2007: part 9) – pace Perry (1986) 
– that lekta do not contain any unarticulated constituents. According to him, all unarticulated constituents are things 
that the proposition concerns and hence belong to the circumstances of evaluation. Perry argues that invariant, 
externally determined unarticulated parameters are constituents of the situation, whereas those that are not invariant 
and are cognitively discriminated are constituents of the content. Recanati claims that invariability can be so 
extended as to include also cases in which unarticulated constituents are cognitively determined, so there is no need 
to posit unarticulated constituents in the lekton. 
In my view sub-sentential speech acts might be seen as a limiting case of the working of the principle of economy. 
However, I’d like to argue that in the case of such acts we have to postulate a two-staged principle of distribution: 
it’s not only the case that the determinants of truth-value distribute over content and circumstance but also the 
content itself is distributed over the locutionary what is said and the situation of the utterance. In other words, I 
claim – pace Recanati and following Perry – that at least in the case of sub-sentential speech acts lekta have 
unarticulated as well as articulated constituents. Postulating only such unarticulated constituents that the 
proposition concerns will not do. The reason for this is the following. We understand utterances “It’s raining” and 
“It’s three o’clock” without even thinking about the place and time of the utterance and about time zones 
respectively. The situation of the utterance provides all the relevant parameters and we do not need to consider 
them. Therefore, the proposition does not have to be about them and they may be ‘left’ in the situation. The case of 
sub-sentential utterances is different, however. It doesn’t suffice that the missing elements are in the situation; they 
have to be cognitively articulated (in thought). If John utters “From Spain” holding a letter, but his utterance is not 
accompanied in Mary’s thoughts by any representation of the letter, then Mary cannot be said to have grasped the 
relevant proposition. If John himself doesn’t have any representation of the object he’s talking about, his utterance 
cannot be regarded as a speech act. That is why unarticulated constituents of the content are needed. Hence, 
although I’m using Recanati’s relativist framework, the account I’m proposing is contextualist. 
I suggest that we use disquotational indirect reports test3 to distinguish those unarticulated constituents that the 
proposition is about (i.e. those that belong to the lekton) from those that it concerns (i.e. elements of the situation). 
If an unarticulated constituent has to be added in order to make the indirect report correct, it should be regarded as a 
constituent of the lekton. Thus, since we may report someone’s utterance “It’s raining” just as “He said that it was 
raining”, unarticulated constituents (place, possibly time) are not elements of the lekton; they are items the 
proposition concerns. On the other hand, since in order to report John’s utterance “From Spain” the reporter must 
add the missing object (e.g. “John said that the letter was from Spain”), “the letter” should be counted as an 
unarticulated constituent of the lekton.  
References 
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��Cappelen and Lepore (2005) propose inter-contextual disquotational indirect reports test for different reasons: it is one of 
their context-sensitivity tests. �
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Handling Concurrency through Consciousness 
 
 
 
 
For any biological trait, the elaboration of a good evolutionary explanation presents remarkable 
difficulties1 in relation to the adopted methodology or definition of adaptation2, and to the frequent 
scarcity of empirical data. Furthermore, as far as consciousness is concerned, some philosophical 
theories such as Conscious Inessentialism3 or the By-product Accident View4 deny that the property of 
being conscious could confer a real selective advantage to organisms, making its evolutionary 
explication even more arduous.  
Nonetheless, it may be reasonable to look at consciousness as a useful tool that, from certain points of 
the phylogeny onwards, succeeded in handling the organism-environment interaction in a novel – and 
better - way. 
 

In vertebrates, the ever-increasing complexity of terrestrial life had implied a corresponding 
complexification of the sensory, cognitive, and motor systems. Such a complexification involved “a 
rich and intricate set of issues in logistics, control, and resource utilization”5. In other words, living 
beings – especially after the colonization of terrestrial environment – had to handle a huge number of 
stimuli, inputs and ongoing different sub-systems, and to do so evolution provided them with many 
mechanisms of stimulus-response. Nonetheless, we could not expect that these mechanical reflexes 
explain all animal and human behaviours, as reflexes are automatisms which work in a deterministic 
way, and, what is most important, they handle stimuli in order of arrival, with any possible behavioural 
planning in the short or long run. On the contrary, living beings live in complex environments in which 
external (and internal) stimuli concurrently overlap, and this means that they have to recognize the 
salience of certain information at the expense of others, and have to handle more important stimuli 
before less important ones. A criterion like the stimulus-response’s one, which only focuses on the 
sequential order of arrival of the inputs, and always responds in a rigid fixed way, unrelated to the 
context, will fail in handling this kind of multi-layered concurrency.  

Therefore, it seems that at some points of the phylogeny, a new cognitive unit emerged, namely a 
conscious mental space able to centralize, and consequently process more efficiently and flexibly the 
abundant information provided by the environment. What was “needed”, teleologically speaking, was 
a unitary centre of control of both the requests of the environment, and the available resources, which 
hold in consideration, at the very same time, the targets and the consequences of possible behaviours, 
according to past experiences and – consequently – future expectations. Even in cases of “minimal 
consciousness”6, hence, the cognitive structure at work should be remarkably complex, for it should 
entail the acquisition of a cognitive model of the world, and, nested in it, a cognitive model of the self. 
Moreover, this nested structure should be updated in real-time, and all these features implied memory 
and learning abilities7. 
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As several studies have proposed8, the origin of this cognitive unit can be traced back to the early 
Amniotes, which present features that suggest the emergence of a unitary dimension of cognition which 
could facilitate the discrimination and the ranking of the stimuli and the selection of the adequate 
response behaviours. Hence, through evolution it seems that this conscious strategy emerged from the 
complexification of the reflexive stimulus-response one, where the latter was able to rapidly respond to 
immediate stresses, but unable, unlike the former, to perform goal-directed behaviours. 
 
The complexity of the organism-environment interaction, and the role of consciousness could be 
successfully compared to the structure of an advanced digital system, and this analogy may shed light 
on the problem whether something like a self could be practically useful or not.  
A digital electronic system is composed of a hardware, an operating system and several pieces of 
software running on it, whether active or in the background9. The operating system – especially the 
kernel –, efficaciously arranges and controls the machine’s resources (the hardware) in order to cover 
all the software requests, and this arrangement is realized according to priority and importance. This 
last point is of particular interest, as the concurrent digital environment which the operating system 
handles, presents many similarities with the natural and social environment in which every living being 
has to live and move. For this reason, the role of the operating system, often defined as a resource 
manager, could be considered similar to that of consciousness, which relates and ranks stimuli and 
decision processes providing them with a higher or lower priority, and in so doing it allows the organism 
to successfully interact with a highly concurrent environment   
Without this kind of strategy, the ordering of the stimuli, as well as the ordering of the software requests, 
would be sequentially and blindly handled in order of arrival: nonetheless, what really matters for the 
purposes of conservation and efficiency is the ability to recognise the priority (or the psychological 
salience) of certain stimuli so as to dose the available cognitive resources.  
 
So conceived, consciousness gave living beings a great evolutionary advantage: the ability to handle the 
complexity and the concurrency of their interactions with the environment, which means the ability of 
selecting the right behaviour in the right environmental conditions. 
�
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SEMANTIC ANTIREALISM  

AND THE SELF-ASCRIPTION OF ATTITUDES 
 

I’ll take semantic antirealism to be the doctrine that truth must be constrained by whatever 

epistemic notion fits a particular area of discourse and inquiry, so that if a statement is true, it must be 

possible to determine that it is true by means suited to the appropriate area. The doctrine is inherited 

from Dummett (see, e.g., Dummett [1973] 1978), with the proviso that Dummett’s aim isn’t to 

advocate it across the board. My purpose, though, isn’t exegetical, but to find out what one’s 

commitments must be should one wish to advocate the doctrine with respect to statements that 

register self-ascriptions of propositional attitudes, i.e., claims made by self-ascribers to the effect that 

they entertain beliefs, intentions, desires, and other attitudes. Should the semantics of ascriptions of 

the form “I φ that p,” where “I φ ” plays the part of the main clause and “that p” that of the 

subordinate declarative clause providing the content of whatever is φd, be of an antirealist persuasion? 

There is room for a particular kind of Davidsonian interpretative strategy in the self-ascription 

case, where the charitable interpreters of their self-ascribed attitudes strive to eliminate internal 

inconsistencies and avoid, or at least curb, internal disagreements. I’ll propose answers to three 

questions. (i) How should self-ascribers construe the warrants of their private self-ascriptions? In 

other words, what are the necessary and sufficient conditions for something to be a warrant of a self–

ascription? Introspective checkings being likely candidates, what must they be like in structure and 

content from the ascribers’ own subjective point of view? (ii) Are there any compelling reasons to 

think that these warrants must be effectively obtained in a finite time by the putative bearers, and 

should the limitations of their cognitive capacities be taken into consideration in order for the 

corresponding self-ascriptions to be legitimately deemed true? (iii) What is the logic of self-

ascriptions? What formally valid inferences may self-ascribers legitimately draw, that would be 

justified by relations of logical consequence holding betwen self-ascriptions? In particular, which 

semantic principles should self-ascribers accept or, on the contrary, reject, that would justify the 

choice of a particular logic for statements of the form “I φ that p”?   

These questions aren’t psychological, at least not straightforwardly so. The point isn’t about the 

sincerity of the putative bearers but about the reasons they must be able to provide for claims of the 

relevant form. One might be honest in claiming that one entertains a particular propositional attitude 

and yet be mistaken about what one believes, intends or desires. There are also cases where the 

retrievals that will yield justifications for self-ascriptions might involve a great deal of reflective 

introspection, as well as belief and desire revision.  

My answers to the three questions involve two key points: a phenomenological point pertaining to 

the experiencing of warrants, and an epistemological point pertaining to their retrieval and 
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defeasability. I shall argue that, conjointly, they strongly suggest (rather than strictly speaking prove 

by reductio) that semantic antirealism for the self-ascriptions of attitudes fails on three counts.   

Answer to question (i). The appropriate construal of the self-ascriber’s subjective point of view 

requires that she experiences herself as φing that p so that the awareness of being the one who enjoys 

the φing is built in the warrant that a successful positive instrospection might uncover. Such 

experiences do represent the subject in whose mental life they occur (see, e.g., Coliva 2002). I shall 

argue that the ascriber’s subjective awareness of her own φing that p, although phenomenal, is also 

propositional, and that checkings are not indifferent to the referents of the that-clauses of first-order 

attitudes, in particular beliefs (see, e.g., Pryor 2005 for a discussion).  

Answer to question (ii). The surveyability constraint  requires that self–ascribers check whether 

they φ that p so that the checking doesn’t tolerate marginal increases in lengh and complexity beyond 

a given level L. The cognitive limitations constraint requires that sub-optimal capacities be taken into 

consideration when predicating truth. Both constraints yield psychological and epistemological 

puzzles, both when self-ascriptions are stable under the rescrutiny of further accredtions to our 

knowledge (see Wright [1982] 1993) and in the case of so-called “entitlements.” 

Answer to question (iii) The properties at stake are the doxastic positive introspective property for 

bimodal propositional logic (Bφ→KBφ) and the positive introspective property for epistemic 

propositional logic (Kφ→ KKφ) holding in all Kripke structures. Are the axiom schemata of Kraus and 

Lehmann’s bimodal system KBCD (Kraus and Lehmann 1988) and of Voorbraak’s S5+KD45 system 

(Voorbraak 1992) legitimate? The systems have a clear advantage: they provide separate accessibility 

relations for individual knowledge (Ki) and individual belief (Bi) such that the bridge axiom schema 

Biφφ→KiBiφ  holds. This is exactly what a semantic antirealist would want. The crux of the matter is 

whether these axiom schemata are psychologically and epistemically fit, or indeed relevant, when 

highly mediate warrants must play an epistemic role and when positive introspection, 

phenomenologically construed, calls for second-order mental states.  
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A Neurobiological Case for Animal Rationality 

In the following, I make the case that non-human animals, including such phylogenetically distant 
creatures as rats, are rational. Recent work in systems neuroscience, I argue, provides powerful evidence 
that other animals are capable of both deliberation and reflection. Consonant with demands by proponents 
of human uniqueness, the underlying mechanisms are flexible, finding application in a variety of contexts, 
and capable of dealing with abstract, relational concepts. Though many regions are involved, I focus on 
an evolutionarily conserved circuit consisting of prefrontal cortex, hippocampus and their homologues. 
Both, I contend, play essential and preserved roles in human and non-human reasoning. Though human 
thought may have greater depth and scope than its animal counterpart, and while it is augmented by 
language and by sophisticated sensorimotor processes, the basic processes of reasoned decision-making 
are fundamentally the same.  

Now the term rationality has many different meanings. There are senses in which humans aren’t 
rational and notions where the simplest of organisms are. Even limiting ourselves to notions from 
comparative psychology and related disciplines, the sense at issue here, there is room for debate. For the 
purposes of argument, I adopt what I take to be the more conservative standards available. To be rational 
(or capable of “human-like” cognition), an animal will need to engage in an explicit process of planning 
and assessment, “decentring” from any habitual, stimulus-driven response tendencies (Hurley and Nudds, 
2006) and drawing inferences in a rule-governed manner. In addition, and in keeping with demands laid 
out by prominent skeptics in the animal cognition literature (e.g., Penn et al., 2008), the representations 
employed in these processes must be both schematic and flexible. In other words, the same explicit, 
relational structures should be deployed not simply in one or two kinds of cases but across domains and 
degrees of abstraction. That humans benefit from cognitive mechanisms of the sort described above is 
commonly taken for granted. Structural relations like membership, for instance, pop up everywhere from 
family trees to time. Yet the extent to which they are present in other species has long remained a point of 
controversy. Even closely related species like chimpanzees have been argued to lack such abstract and 
flexible thought. 

If I am correct, they may be present in monkeys and perhaps even rats. To make the case, 
however, it is necessary to draw on a body of research that has received comparatively little attention in 
the debate: namely, systems neuroscience. I focus specifically on research involving PFC and 
hippocampus, which I argue can be taken to implement broad planning and detailed assessment, 
respectively. In humans and animals alike, I contend, PFC and its homologues cue and maintain abstract 
strategies and task-relevant information in working memory. This is done in a wide variety of contexts 
and problems, working not only with perceptually-grounded features like as color but with abstract 
categories organized by things like numerical value (Nieder, 2016) and outcome (Tsutsui et al., 2016). In 
each case, I show, firing patterns provide evidence of a schematic representational structure 
corresponding to the type of problem faced. From PFC, task information is relayed to hippocampus 
(Ishino et al., 2017), which draws out inferences from previous experience and, to some extent, 
imagination. The region is perhaps best known for containing “cognitive maps,” cellular assemblies that 
encode spatiotemporal relations in a topologically organized format. In recent years, however, it has also 
been implicated in temporal, social, and other forms of relational memory (Eichenbaum, 2017). Most 
strikingly, work conducted over the last decade has found that the region underwrites a process known as 
“vicarious trial and error” in which activity within cognitive maps literally traces alternative paths ahead 
of the animal one after the other (Redish, 2016). The locations that the paths go to need not be 
immediately perceptible, and as the recent work of Mou and Ji (2016) demonstrates, it need not have ever 
been run by the animal itself.  

Given the functional properties of the regions discussed and their consistency with functions 
ascribed to human homologues, I argue, many animals have a strong case. The fact that these results were 
all obtained in studies of (relatively) distantly related animals does, however, raise a few questions. In 
closing, then, I consider what these results might tell us about the evolutionary functions of “higher” 

Pence
A Neurobiological Case for Animal Rationality 8-1-2

134



reasoning and why, if present, such reasoning has been so difficult to conclusively show in behavioral 
tests of phylogenetically closer species like chimpanzees.  
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Recalcitrance Poses No Threat to Cognitivism 
 
The primary argument against cognitivist accounts of emotion relies on an appeal to recalcitrant 

emotions to show that cognitive content such as judgment or belief is not a proper part of emotion (e.g. 
Greenspan 1981, D’Arms and Jacobson 2003). However, many mental processes that we are happy to 
deem cognitive exhibit the very inconsistency with which the argument from recalcitrance takes issue. 
Hence, this paper aims to show that appeals to recalcitrant emotion cannot tell against cognitivist theories 
of emotion and cannot establish that emotions are irrational. Toward this end I will argue both that the 
original argument from recalcitrance fails, and that Grzankowski’s (2016) recent modification to that 
argument fails. 

The primary argument against cognitivism relies on the purported puzzle about recalcitrant 
emotion. This argument is originally due to Greenspan (1981), but it has enjoyed quite a long and robust 
record, with theorists including D'Arms, and Jacobson (2003), Prinz (2006), Deonna and Teroni (2012), 
Benjabi (2013) citing recalcitrant emotion as the major problem facing cognitivism. In her original 
formulation, Greenspan claims that in order to accommodate recalcitrant emotion the cognitivist must 
attribute inconsistent judgments to the subject experiencing recalcitrant fear in the face of a dog whom the 
subject knows to be friendly. The cognitivist must, according to Greenspan, attribute to the subject at 
once the judgment that Fido is dangerous and the judgment that Fido is not dangerous. By the non-
cognitivists’ lights this amounts to attributing undue irrationality to the subject having the recalcitrant 
emotion: The cognitivist must say that the agent is systematically irrational whenever undergoing 
recalcitrant emotion. This, Greenspan urges, is problematic and is motivated only by the cognitivist’s 
desire to preserve cognitivism. 

I take issue with the assumption above that a subject who has inconsistent cognitive states (e.g. 
the belief that p and the belief that –p) is irrational. Indeed I take it that other areas in philosophy of mind 
have widely accepted this kind of inconsistency of judgment or belief as compatible with rationality. 
Within philosophy of mind there is wide acceptance that consistency and closure cannot be requirements 
for rationality (e.g. Lewis 1982, Stalnaker 1984, Davidson 2004, Egan 2008, Greco 2015, Yalcin 2016). 
Attributing contradictory judgments or beliefs to otherwise rational subjects seems necessary for making 
sense of human behavior. The literature on belief fragmentation and the underlying phenomenon that 
fragmentation seeks to explain, though so far overlooked in the debate over recalcitrant emotions, 
provides an excellent footing for the cognitivist to object to the argument from recalcitrance. Consider 
Lewis’ famous case of the person who believes that Nassau Street runs North/South, that the railroad 
tracks run East/West, but also believes that Nassau Street and the railroad tracks are parallel to one 
another. This person has never considered all three beliefs together and so has not noticed that they are 
mutually inconsistent. Humans make these sorts of mistakes all the time. And these inconsistencies are 
not the plight only of those we would deem irrational. On the contrary, we all seem to suffer these 
inconsistencies fairly regularly—though perhaps more likely than we’d like to admit. 

Thus it is fairly uncontroversial that even paradigmatically cognitive states such as belief exhibit 
the inconsistency that Greenspan finds objectionable in cognitivist accounts of recalcitrant emotion. If it 
is right that we have inconsistent beliefs regularly, and if we also preserve the assumption that people are 
generally rational, then having some inconsistent cognitive states must be consistent with rationality. That 
is to say, if inconsistency of cognitive states is widespread in normal subjects, then the attribution of some 
inconsistent judgments or beliefs to a person cannot amount to the attribution of irrationality. This runs 
counter to the anti-cognitivist assumption mentioned above. 

However, Grzankowski (2016) argues that there is a more intractable problem from recalcitrance 
than Greenspan’s formulation of the argument from recalcitrance suggests. In his view, to preserve the 
assumption of rationality the cognitivist will have to say that every time the subject has a recalcitrant 
emotion the subject is entertaining the contents of the relevant cognitive states under different modes of 
presentation or using different concepts. And yet, Grzankowski claim, the subject having the recalcitrant 
emotion will almost always take herself to be using the same modes of presentation or concepts for both 
of these contents when she has recalcitrant emotion. By his lights, introspection normally allows us to tell 
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whether two current thoughts we are having are entertained under the same mode of presentation or using 
the same concepts. Furthermore, Grzankowski urges, in cases of recalcitrant emotions, the subject will 
upon introspection usually report that she is entertaining the relevant contents under the same mode of 
presentation or using the same concepts. However he argues that the cognitivist, to preserve the 
assumption of rationality and also to preserve cognitivism, must claim the subject is always entertaining 
the contents of recalcitrant emotion under different concepts or modes of presentation despite what she 
might introspectively report. Grzankowski seems to think this would be tantamount to claiming that the 
subject of a recalcitrant emotion is never able to introspectively determine under what modes or concepts 
she is entertaining the contents of her thoughts during recalcitrant emotion. This would indeed amount to 
an attribution of undue, systematic opacity 

My argument against Grzankowski’s modified argument from recalcitrance runs as follows. 
Grzankowski supposes that a subject who has two inconsistent beliefs is not irrational if she entertains the 
contents of those beliefs using different concepts or under different modes of presentation. This might be 
so, but it could very well turn out that in everyday cases of inconsistent beliefs we actually do entertain 
contents under the same modes of presentation or the same concepts. Perhaps we have conflicting beliefs 
about the very same content entertained under the very same mode of presentation, but fail to notice the 
inconsistency because it does not influence our behavior, and does not create problems for our actions and 
goals, since we never happen to entertain the two beliefs under the same circumstances.  

Secondly, Grzankowski claims that when a subject of a recalcitrant emotion introspects, she 
usually discovers that she is entertaining the contents in question under the same mode of presentation. 
However, it is not at all clear why this would be. As far as I can tell he doesn’t give any reason in defense 
of this claim—that is, aside from stressing that the subject in Greenspan’s original example would report 
that her inconsistent beliefs are both about the very same dog considered in the very same way. It is not 
obvious that this sort of thing is introspectable for most individuals, not least because it is probably not 
clear to most subjects whether they’re entertaining a given content under one mode of presentation or 
another. What, after all, does it mean to think about something in the very same way? This is a very 
abstract philosophical question and not one, I think, that most subjects can readily make use of in 
introspection. Furthermore, even if most subjects could introspectively report on this, it is not obvious 
that they would report that during recalcitrant emotions they are entertaining the same contents under the 
same modes of presentation in their inconsistent cognitive states.  

However even if my above arguments go through there is still the apparent puzzle of recalcitrant 
emotions, which seems to count against the cognitive nature of emotion even from the layperson’s 
perspective. To dismantle this puzzle I suggest that the reason that emotions may seem more recalcitrant, 
or more often recalcitrant, or even more problematically recalcitrant, than other kinds of mental states is 
that emotions are more motivationally central to us and so we are more likely to notice their recalcitrance. 
Additionally, almost always the emotions that we discuss when we discuss recalcitrant emotions are so-
called ‘negative’ emotions. We don’t usually want to get rid of ‘positive’ emotions such as joy, hope, etc., 
though of course there are some cases where we do. Nevertheless, it seems that our general negative 
attitude toward the ‘negative’ emotions makes us more likely to notice them as recalcitrant than to notice 
a recalcitrant, inconsistent belief. 
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A Puzzle for Semantics 
 

Thesis 
The thesis of this talk is twofold: 

(A) Semantics faces an important trilemma in light of the liar paradox. 
(B) To resolve the trilemma, we may need a scientific anti-realist attitude towards Semantics. 

Structure and Main Arguments 

1. Introduction 

Semantics is the science of linguistic meaning. It involves using linguistic data to construct formal 
semantic theories, which purport to describe the meaning of the linguistic expressions of natural 
language. 

2. Three widely held views 

Here are three views about the aim of semantics that are individually and jointly popular. 

(i) Semantics is in the business of modelling semantic competence. 
E.g., semantic theories might be taken as models of the processing that takes place in the 
semantic module, or as models of what the competent speaker knows, or as models of 
what is conventionally encoded by words/sentences, etc. 

(ii) Semantics is in the business of assigning truth conditions to utterances (or sentences-in-
contexts, etc.). 
The view I am describing here is not that truth conditions exhaust meaning. I take (ii) to 
be compatible with the view that semantic theories also assign e.g. Austinian 
illocutionary force, or something else non-truth-conditional, to utterances.  

(iii) Semantics is in the business of discovering the truth. 
That is, as a science, semantics is aiming at the truth. E.g., if Semantics ultimately yields 
a semantic theory that proves the theorem “X is true iff p”, then it is in fact true that: X is 
true iff p. 

Two clarifications:  
x While (i)–(iii) are popular, none is universally accepted.  
x I make no claim that anyone thinks that (i)–(iii) provide a complete statement of the aims of 

Semantics. 

An example: on Emma Borg’s Minimal Semantics, each of (i), (ii) and (iii) are true. 

3. Trilemma 

I present an argument that, in light of the liar paradox, we cannot coherently endorse all of (i)–(iii).  

A couple of preliminary points. 

x The liar paradox arises when we consider the truth value of the liar sentence, λ: 

  λ is not true. 

Intuitively, the truth of λ would imply its untruth; and the untruth of λ would imply its truth. 
Thus, by the law of the excluded middle, we apparently derive that λ is both true and not true. 

x Liar sentences arise in natural languages. E.g.: 

The only sentence in the abstract titled “A Puzzle for Semantics” submitted for PLM4 
that mentions the word “foxtrot” is not true. 

For simplicity, I henceforth assume that λ, as introduced above, is a sentence of English. 
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The main argument for (A) proceeds by assuming (i) and (ii), and then arguing for not-(iii): 

x Assume (i) and (ii). 

o By (i), a semantic theory should match the competent speaker’s semantic intuitions 
and judgements. Which is to say, we can use linguistic and semantic evidence in the 
usual way to test semantic hypotheses for λ.  

o By (ii), a semantic theory should assign truth conditions to sentences. Which is to say, 
a semantic theory for English should ultimately assign a truth condition to λ. 

x In light of evidence concerning λ that I have published elsewhere, we have good reason to 
think that Semantics will ultimately assign a truth condition to λ along the following lines:  

(T) “λ is not true” is true iff λ is not true. 

In the talk, I will briefly sketch linguistic evidence that: λ can be embedded under logical 
operators to form intuitive truths, which is explainable only if λ has content that λ is not true; 
λ passes standard ‘cancellability’ tests for possessing content that λ is not true; and λ fails 
standard tests for context sensitivity. 

x Given the fact that λ is “λ is not true”, (T) classically entails the following: 

(X) λ is true and λ is not true. 

However, (X) is a contradiction and thus (pace dialetheism) is not true. Thus (by modus 
tollens) (T) is not true. 

x Thus, in the light of the liar paradox, we have good reason to think that Semantics will 
ultimately yield an untrue semantic theory. 

x Thus, Semantics is not in the business of discovering the truth. That is, not-(iii). 

If this argument is right, then we cannot coherently endorse all of (i), (ii) and (iii). 
  
4. Towards scientific anti-realism 
 
Some unattractive responses to the trilemma: 

x Deny (i). Objection: the use of evidence in Semantics is by-and-large coherent only on the 
assumption that (i) is true. Denying (i) is too revisionary. 

x Deny (ii). Objection: some of the most successful results in Semantics have been in the truth-
conditional paradigm. We should not reject it outright by denying (ii) unless absolutely 
necessary. 

x Deny my treatment of the linguistic data. Objection: the broad aims of Semantics ought not to 
be dependent upon the specific interpretation of a few pieces of data. 

Thus, I recommend denying (iii): Semantics is not in the business of discovering the truth.  

But how do we make sense of this conclusion? To do so, it seems we should adopt a scientific anti-
realist position towards Semantics. 

x Scientific anti-realism gives us the resources to explain how science can (rationally) lead to 
theories that are not true. 
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Degrees of Analyticity

Overview Recent work by Gajewski (2008) and Chierchia (2013) argues that some tautological or contra-
dictory propositions are marked as ungrammatical. For example, Gajewski argues that the exceptive in (1)
entails both that it’s not that case that some women smiled, contradicting the assertion. Chierchia argues the
distribution of NPIs like any can be explained along similar lines.

(1) *Some women except Mary smiled.

In this contribution, we claim that the logical status of propositions explains a deviance recently derived
in the literature on scalar implicatures. Pistoia-Reda (2017b) shows that scalar implicatures are not generated
when quantifiers range over non-existent and inconceivable entities (e.g. round squares). On the other hand,
he also shows that they can be generated when quantifiers range over non-existent but conceivable entities
(e.g. present Greek kings). His account of the asymmetry is based on the notion of modalized presupposition.
The idea is that scalar implicatures can only arise when the existence presupposition attached to the universal
alternative proposition is satisfied in at least one metaphysically possible world. However, we show that this
account provides only a partial explanation of the data. In particular, the account explains why the scalar
implicature is not derived when quantifiers range over non-existent and inconceivable entities, but it does not
explain why the base proposition is deviant. We note that the base proposition is necessarily false and that the
universal alternative proposition is necessarily true. This would account for the absence of the scalar implicature
and for the deviance of the base proposition if we assumed that analyticity results in ungrammaticality.

Background Pistoia-Reda (2017b) argues that a sentence like (2a) does not give rise to any scalar implicature
because the quantifier ranges over inconceivable entities. On the other hand, he also argues that a sentence
like (3a), where the quantifier ranges over non-existent but conceivable entities, does in fact give rise to a
mismatching scalar implicature, and that this is the source of the observed oddness of the sentence. In particular,
the scalar implicature to the effect that the alternative proposition (3b) is false contradicts the piece of contextual
knowledge according to which all Greeks come from the same country, irrespective of their occupation or social
status (see Magri (2009), Pistoia-Reda (2017a) for discussion).

(2) a. Some round squares are rectangles
b. Alt = { All round squares are rectangles }

(3) a. Some Greek kings come from a warm country
b. Alt = { All Greek kings come from a warm country }

The asymmetry is confirmed by the observation that, when taken in isolation, the universal alternative of
(2a), repeated as (4), sounds clearly infelicitous whereas the universal alternative of (3a), repeated as (5), seems
to improve. Of course, this could be due to the fact that the universal quantifier is the highest element in the
Hornian scale of positive quantifiers, and so in a standard linguistic environment there is no stronger potential
alternative to be negated, i.e. no scalar implicature can be derived (Horn (1989); but see also Spector (2014),
Katzir (2007)).

(4) All round squares are rectangles

(5) All Greek kings come from a warm country

The existing account Pistoia-Reda suggests that the absence of the scalar implicature in the case of (2a), as
well as the oddness of(4), could be due to the fact that universal propositions are associated with a modalized
rather than with an existence presupposition, as assumed in standard accounts. The modalized presupposition,
which is defined in terms of compatibility with the common ground, is assumed to be satisfied whenever the
entities quantified over by the universal quantifier are actual in at least one metaphysically possible world,
i.e. whenever the standard existence presupposition is satisfied in at least one metaphysically possible world.
Since the modalized presupposition carried by (4) is not satisfied, the alternative is undefined, and the scalar
implicature cannot possibly arise. When the universal proposition is taken in isolation, the observed oddness is
also expected. On the other hand, since the modalized presupposition carried by (5) is satisfied, the alternative
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is defined; thus, the mismatching scalar implicature can arise, and is in fact generated, yielding the observed
oddness.

The present account We would like to submit that the oddness of the universal proposition (4) would be
expected if we assumed, following work by Gajewski (2008) and Chierchia (2013), that analytic truths result
in ungrammaticality. Note that this proposition is analytically true. Since round squares do not exist in any
metaphysically possible world, the antecedent of the implication contained in the proposition is necessarily
false; as a consequence, the entire implication will be necessarily true. Interestingly, if we assume that the
logical properties of propositions can result in deviance, our suggestion would also explain the oddness of
(2a). Since round squares do not exist in any metaphysically possible world, the intersection between the set
of round squares and the set of rectangles is necessarily empty; the existential proposition will consequently
be necessarily empty. The deviance of (2a) would be immediately accounted for. In addition, it is important
to underline that the present proposal also accounts for the oddness of other existential cases, like (6) below.
This proposition is construed with the quantifier ranging over non-existent and inconceivable entities but the
scalar implicature possibly attached to the proposition in question would not amount to a contradiction. In other
words, if we expect oddness effects only from mismatching scalar implicatures the following deviance would
be surprising.

(6) Some round squares are green

Pistoia-Reda is right in maintaining that a sentence like (6) does not generate any scalar implicature (note
that the modalized presupposition would be unsatisfied in this case). However, we note that his account has
nothing to say when it comes to the deviance of the two base existential propositions construed with non-existent
and inconceivable entities, that is (6) and (2a). What we are saying is that the modalized presupposition account
provides merely a partial empirical account of the available data, for it is limited to the cases involving universal
propositions and their presuppositions.
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Context and communicative success 
 
 
There are a range of competing accounts of communicative success in the literature. For example, 
some authors adopt a ‘shared content’ approach to communication. On this kind of account, for 
communication to succeed, the hearer in a speech exchange must grasp the very content that the 
speaker expressed with her utterance. This kind of account is appealed to in objections to theories 
of content which cannot posit widespread shared meaning (Newman 2005, Cappelen and Lepore 
2007); the view also often underpins accounts of how we gain knowledge from testimony (Burge 
1993, Fricker 2006, Goldberg 2007). In opposition to the shared content view are various 
similarity-based approaches to communication. For example, some authors have suggested that 
communicative success requires, not sameness of content, but merely some suitable degree of 
similarity between the content grasped by the hearer and the content expressed by the speaker 
(Pollock 2015; Bezuidenhout 1997; Carston 2001). A related approach is to claim that 
communicative success is graded: communication succeeds to the degree that the hearer 
understands the speaker’s utterance (Bezuidenhout 1997). Whilst these various views offer 
different pictures of communicative success, they all endorse a kind of invariantism: they claim 
that the conditions on communicative success remain the same across different contexts. For 
example, shared content views claim that a hearer must always grasp the same content that the 
speaker expressed; graded views claim that success is always proportional to the hearer’s degree 
of understanding. In this talk, I will argue that these invariantist approaches are problematic; I 
will propose instead that the standards for communicative success vary with the context of the 
speech exchange. 
 
The problem with the invariantist approach is that its picture of communicative success doesn’t 
reflect the reasons for which we attempt to communicate with each other. When we attempt to 
communicate, it is always with the intention to produce some effect in the hearer – for example, 
to persuade our interlocutor to pass the salt, or to convince her that it is raining. These intentions 
are perlocutionary intentions in Austin’s (1962) sense. These different intentions can make 
different demands on the hearer. To take a toy example: if I utter ‘There is a cassowary in the 
field’ with the intention that you form the belief that there is a flightless bird in the field, it will 
matter that you understand that a cassowary is a flightless bird. However, if I produce this same 
utterance with the intention of warning you that there is something dangerous in the field (and 
convincing you to heed this warning), you need only understand that cassowaries are dangerous – 
your further beliefs concerning the nature of cassowaries are not relevant to success, considered 
relative to my intention. 
 
In this talk, I present a view of communicative success that takes this variation in speaker 
intention into account. The view I will defend is a kind of similarity view, in that it claims that 
communicative success requires that the speaker and hearer’s understanding of an utterance must 
be similar to some specified degree (rather than claiming that content must be shared). However, 
it differs from the invariantist views sketched above in that it claims that what counts as 
sufficiently similar understanding will vary with context. This view is thus a context-dependent 
view rather than an invariantist one; in particular, the view is that a speaker’s perlocutionary 
intentions determine contexts with respect to which the success of the exchange should be judged. 
There are different ways to flesh out the details of a context-dependent view. For example, one 
might claim that success requires some contextually determined degree of overall similarity in 
utterance understanding between speaker and hearer. However, I will argue for a slightly more 
complex version of the view.  Utterance understanding can vary along different dimensions. To 
return to the example from above: an individual can understand that a cassowary is something 
dangerous without understanding that it is a flightless bird (and vice versa). Only certain of these 
dimensions will be relevant to the speaker’s intentions in a given speech exchange. Given this, I 
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will argue that the most attractive version of the context-dependent view is one which claims that 
communicative success requires, not overall similarity, but similarity along certain relevant 
dimensions of utterance understanding. On this version of the view, the speaker’s intentions 
determine not just how similar two interlocutors’ utterance understanding must be, but also the 
relevant dimensions along which this similarity must hold. 
 
The role of context in the processes by which hearers recover interpretations of speakers’ 
utterances has been well explored by relevance theorists (Sperber and Wilson 1986). However, 
authors have rarely investigated how context might figure in an account of the success relation 
itself (although see Bezuidenhout 1997). What is distinctive of my proposed view is that it allows 
us to say both (a) that a communicative attempt can succeed even when the hearer’s 
understanding of the speaker is quite poor overall and (b) that a communicative attempt can fail 
even when the hearer’s understanding is very good. Furthermore, the account can allow that the 
same exchange may be judged a success with respect to one context and yet a failure with respect 
to some further context (given that speakers can produce utterances with multiple intended 
effects). Competing accounts do not have this flexibility. I will argue that consideration of a range 
of examples gives us reason to think that such flexibility is an attractive feature of an account of 
communication.  
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Is the debate about doxasticism merely verbal? 
 
The aim of the paper is to explore the metaphysical presuppositions of the doxasticism debate, i.e. the                 
discussion whether delusions should count as beliefs. We argue that there are good reasons to worry                
that this debate is merely verbal, in the sense that both parties might be thought to be right, given                   
charitable interpretation of their theses. The most natural way to avoid such a conclusion is to make a                  
case for the claim that “belief” and “delusion” are natural kind terms. We aim to show that while                  
“delusion” might reasonably be said to refer to a natural kind, it is much more problematic to say that                   
“belief” does, especially given Schwitzgebel's account of folk psychology. 
Adherents of the view that delusions are beliefs, typically use arguments from assertion or from first                
person reports to support their position (Bortolotti & Miyazono, 2015). The response to that is that                
delusions cannot be beliefs because beliefs are rational and delusions do not behave in a rational way                 
(Currie & Ravenscroft 2002). Some theorists offer arguments based on the apparent irrationality of              
everyday beliefs to conclude that delusions could be beliefs despite their irrationality (Bortolotti,             
2010). 
Although support for the doxasticism is very popular among philosophers a variety of alternatives              
have been presented in recent literature. Some try to fit delusions somewhere between beliefs and               
non-belief states while others attempt to find other status for delusions. Thus, scholars of the former                
kind hold the view that delusions are bimaginations i.e. things located between belief and imagination               
(Egan, 2009; Currie and Jones, 2006) or that delusions are ‘in-between beliefs’ (Schwitzgebel, 2012).              
Arguing for the latter view, some scholars try to prove that we should build separate category for                 
delusions. According to them, delusions could be perceptual states (Hohwy and Rajan, 2012) or              
acceptations generated by strong cognitive feelings (Dub, 2015). 
The persistence of the doxasticism debate and lack of clear conclusions may lead to a question                
whether there is indeed such a thing as a right answer to the question whether delusions are really                  
beliefs. A metaphilosophical sceptic might argue that the lack of clear conclusions in this case proves                
that this is yet another case of a merely verbal debate, in which philosophy abounds.  
We are going to assume the conception of verbal debate developed by Eli Hirsch (2005; 2009). In                 
order to show that a debate is verbal one needs to show that it is possible to read the claims of the                      
participants of the debate in such a way as to show that on one reading the contested sentence turns                   
out to be true and on the other – false. In our case the sentence in question is “Delusions are beliefs”.                     
If it was possible to provide such interpretations of the both key terms of this statement as to get the                    
result that this claim is true on one reading and false on the other, then the debate would be verbal.  
A metaphilosophical sceptic might claim that the disagreement between a doxasitcist and an             
anti-doxasticist stems from the fact that doxasticists and anti-doxasticist differently understand the            
terms “belief” and “delusion”; for example they differently conceptualize the definitional aspect of             
what is needed to count as genuine belief and genuine delusion. Consider Bortolotti’s account of               
beliefs in her modest doxasticism (Bortolotti, 2010). She argue that beliefs might be characterized as               
opposed to desires and difference between those two might be cashed out in terms of so called                 
dimensions: procedural (relation between beliefs versus relations between desires), epistemic          
(sensitivity to the evidence), agential (manifestation in behaviour) (Bortolotti, 2010). The core tenet of              
this account is strict pairing between these dimensions and rationality. Nevertheless central features             
of beliefs might be characterised in a different manner. Stephens and Graham (2004) stress out that                
the central features of beliefs are: representational content, subjective conviction and reason-giving.            
This only partially overlap with Bortolotti’s account. Usually, the chosen characterisation of belief is              
mirrored in a characterisation of delusion, although for the latter there is core characteristics (DSM-5,               
2013). Bortolotti’s analysis rely heavily on rational dimension in analysis of delusions. This             
dimension however is not considered as the focal by all the scholars. For example, Currie and                
Ravenscroft (2002) stress out that the content of belief/delusion is crucial in evaluation and on that                
basis argue that delusions are cognitive hallucinations (Bayne and Pacherie, 2005) 
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Thus, it might well turn out that when a doxasticist and an anti-doxasticist disagree over the extension                 
of the predicates “is a belief” and “is a delusion” they are using the terms in question in such a way                     
that they effectively speak past each other.  
In order to avoid such a negative metaphilosophical conclusion about the status of the doxasticism               
debate one would have to assume that there is such a thing as an objective extension of the central                   
terms of the debate, namely “belief” and “delusion”. If this were the case, then the question of the                  
relation of the extension of the terms in question would have an objective answer, independently of                
any conceptual tinkering by philosophers. 
This can be achieved by adopting the natural kinds theory. On the standard account, a natural kind                 
term like “tiger” denotes a set of certain object in virtue of the fact that all members of this set form a                      
natural kind (Putnam, 1975; Koslicki, 2008). The facts that our conception of tigers might be different                
from the objective facts about the actual tigers, and that people’s beliefs about what count as a tiger                  
differ have nothing to do with the actual extension of the term. This is because “meanings just ain't in                   
the head”: concepts and explicit definitions do not determine extensions (Wikforss, 2008). 
If “belief” and “delusion” turned out to be natural kind terms denoting natural kinds, then indeed there                 
would be an objective answer to the question “is every mental state denoted by the term 'delusion' also                  
denoted by the term 'belief'?”. In such a case the fact that one theorist would conceptualize beliefs                 
differently than another would have no bearing on the truth value of the answer to that question.                 
Conversely, should “belief” and “delusion” not function as names of genuine natural kinds then it               
would seem that there is no guarantee that the doxasticism debate has an objective resolution.Thus, it                
might be claimed that the claim that doxasticism debate has an objectively correct answer presupposes               
the thesis that “belief” and “delusion” denote natural kinds.  
It might be easily argued that “delusion” can be treated as natural kind term, given certain account of                  
natural kinds. Beebee and Sabbarton-Leary (2010) claim that in order to account for the possibility of                
claiming that psychiatric terms denote natural kinds one must adopt the account of natural kinds               
developed by Boyd (Boyd, 1991). Delusion fit in this framework, as they seem to support inductive                
generalisations and might be thought of as being generated by homeostatic property clusters. Samuels              
(2009) also explicitly endorsed this account. Similar idea was put forward by Zachar (2014), who               
argued that mental disorders should be characterised as practical kind. 
The question whether “belief” can be treated as term denoting natural kind seems far more difficult.                
This is due to the facts that, unlike “delusion”, “belief” has not been introduced as a scientific term but                   
rather it functions as a part of our folk practice of talking about minds.  
It seems obvious that the answer to the question whether “belief” can be treated as a natural kind term                   
depends on the approach to belief one is willing to adopt. In what follows we shall assume that the                   
neo-behavioristic approach, developed and defended recently by Schwitzgebel. According to him           
(Schwitzgebel 2013), having a belief, similarly to any other mental state, is a matter of fitting into a                  
certain dispositional profile, i.e. exhibiting certain patterns of behaviour and introspectible qualities;            
those patterns should be similar enough to the paradigmatic case of the attitude in question in order to                  
count as e.g. belief. On this conception the criteria of attitude possession are, as it were, shallow. This                  
mean that there are no deep hidden facts about the subjects which count as arguments for or against                  
ascribing certain attitudes. Such a conception seems to be incompatible with the idea of “belief” being                
a natural kind term, as the very idea of a term being a natural kind one presupposes that there are                    
non-manifest application criteria for this term. 
Thus, given Schwitzgebel’s account of folk psychology, there is no such thing as a correct answer to                 
the question whether certain mental state is a “genuine” belief; this is consistent with his assumption                
that there are such things as in-between beliefs (Schwitzgebel 2013). However, the consequence of              
this approach seems to be that many debates in philosophical psychology, which are related to the                
question of the extension of “belief” are merely verbal ones. 
To sum up, our conclusion is that, although “delusion” might reasonably be claimed to denote a                
natural kind, “belief”, as conceptualized by neo-behaviorists, is not. This makes the hypothesis that              
the doxasiticism debate is to a large extent verbal quite convincing.  
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The Recognitive Function of Explicit Expressions of Belief 

This paper examines the pragmatic function of explicit first-person expressions of belief of the form ‘I 
believe that p’. I will build on the disagreement between Arthur Collins and Robert Brandom 
concerning the analysis of such explicit expressions of belief. Collins provocatively argues against all 
constitutive accounts of belief, on the basis that any such account would license incoherent statements 
in which speakers attributed beliefs to themselves but explicitly took no stand as to the truth of the 
relevant proposition.1 Brandom argues that this issue arises because of the pragmatic function of 
expressions of belief and gestures towards his later work as means of analysing this phenomenon of a 
speaker taking a stand on the truth of a matter and thereby becoming responsible to their interlocutors 
for having that belief. Thus, Brandom argues that Collins’ insights only touch upon what we are doing 
when we express beliefs and not upon the concept of belief itself.2 However, Collins disagrees, 
arguing we must distinguish between two different notions of taking a stand, that of being responsible 
towards others for the truth of a proposition, and that of being committed to it and thereby being liable 
to be right or wrong about it.3 

I will develop this disagreement by critiquing and utilising the framework for the pragmatic analysis 
of the function of speech acts developed by two of Brandom’s followers, Kukla and Lance, in their 
book Yo and Lo. I will argue that their analysis of the pragmatic function of speech acts which serve 
to recognise the speaker’s own observations, which they term ‘observatives’, provides a model for 
understanding explicit first-person expressions of belief of the form ‘I believe that p’. These speech 
acts have an agent-relative input and output which serves to recognise to a particular audience the 
speaker’s own epistemic position. Most significantly, these speech acts are inherently voiced as from 
the speaker, because they serve to recognise the very thing which makes it appropriate to use them.  

Kukla and Lance analyse the functions of speech acts in terms of the agent-relativity or agent-
neutrality of their inputs and outputs, which are the normative statuses constitutive of entitlement to a 
given speech act and the normative changes (in the status of the speaker, or of others in the discursive 
community) that the act strives to produce, respectively.4 Thus a baptismal speech act which requires 
a particular authority in order to be entitled to it has an agent-relative input, although it has the agent-
relative output of providing a public name.5 Agent-neutrality is explicitly tied to the public nature of 
truth. Kukla and Lance categorise truth-claims as having agent-neutral outputs because truths are 
necessarily true for everyone.6 However, they also analyse them as having agent-neutral inputs. This 
leads them to deny that a speech act with an agent-relative input can be a truth-claim.7 This prevents 
them from developing a richer view of testimonial practice in the space of reasons.  

This is because they treat general knowledge such as that Paris is the capital of France as a paradigm 
for the content of a statement. This obscures the fact that many statements do proceed from an agent-
relative entitlement which consists in the speaker’s epistemic position. Because they are committed to 
truth-claims having an agent-neutral input, Kukla and Lance are unable to properly accommodate 
truth-claims which clearly do proceed from an agent-relative entitlement, such as observation reports. 

                                                           
1 Arthur Collins, ‘Reply to Commentators’ (1994) Philosophy and Phenomenological Research 54(4) 929-945 p. 
931. 
2 Robert, Brandom, ‘Expressing and Attributing Beliefs’ Philosophy and Phenomenological Research 54(4) 905-
912 p. 910. 
3 Arthur Collins, ‘Reply to Commentators’ (1994) Philosophy and Phenomenological Research 54(4) 929-945 pp. 
941-942. 
4 Rebecca Kukla and Mark Lance, ‘Yo’ and ‘Lo’, The Pragmatic Topography of the Space of Reasons (HUP, 2009) 
p. 15. 
5 Ibid p. 28. 
6 Ibid pp. 16-18. 
7 Ibid pp. 16-17, 54. 
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Kukla and Lance develop a specific category of observatives, for speech acts which express speakers’ 
observations.  Such speech acts have agent-relative input, because only an observer can count as 
expressing their observation, although anyone could state the fact of their observation through a 
declarative speech act.8  However, they have agent-neutral output because the speaker's expression of 
their observation purports to license anyone to take them to have observed the relevant thing. Kukla 
and Lance further claim that observatives are inherently voiced as from a speaker. An observative 
does not just proceed from an agent-relative entitlement, like a baptism. It also serves to express the 
very fact which constitutes that entitlement, the recognition of observation. Kukla and Lance use the 
example of ‘Rabbit!’ said when observing a rabbit.9  

They analyse a this as a speech act with agent-neutral output because it licenses others to believe that 
a rabbit is being observed. However, they deny that it is a truth claim despite it having a bearing on 
the facts. They offer several reasons relating to expressions such as ‘Lo, a rabbit’ which have no 
obvious propositional structure.10 However, they also claim that observatives cannot be truth-claims 
because of their agent-relative inputs. This supposedly even extends to cases where the observative is 
expressed with the same surface grammar as a declarative. Thus, they attempt to distinguish between 
‘Willard is on the mat!’ as an observative and ‘Willard is on the mat.’ as a declarative, and to maintain 
that only the latter and not the former is a truth-claim.11 Without their commitment to truth-claims 
having agent-neutral inputs, it is possible to enrich their framework in order to capture the particular 
epistemic positions which entitle various testimonial acts, including such observation reports. 

Moreover, this understanding of observatives provides a model for the understanding of explicit first-
person expressions of belief of the form ‘I believe that p’. These are clearly truth-claims, but Collins 
insight is that the speaker has a particular entitlement to express their own beliefs and that entitlement 
is expressed in the very speech act itself. Thus, like an observative under Kukla and Lance’s 
framework, an explicit first person expression of belief has an agent-relative entitlement. Furthermore, 
it is inherently personally voiced as from the speaker. The speaker is entitled to express their belief 
because of their recognition of it and their expression of belief expresses this fact, precisely because 
believing essentially involves recognising one’s commitment to the relevant proposition. 

This understanding of expressions of belief as truth-apt yet agent-relatively and personally entitled 
allows us to explain the disagreement between Collins and Brandom. Collins is correct that 
Brandom’s notion of publicly taking a stand by expressing a belief does not capture the speaker’s own 
epistemic commitment. Rather, what Collins has highlighted is the personally voiced and recognitive 
aspect of a speaker’s explicit expression of belief of the form ‘I believe that p’. This reveals the 
importance of a person’s recognition, implicit or explicit, in our attribution of beliefs to them. Even 
when we think people are wrong about their beliefs, this is based in some explanation about how their 
behaviour otherwise commits them to recognising themselves as acting on contrary beliefs 
subconsciously. Hence Collins is correct that one cannot coherently ascribe a belief to oneself whilst 
maintaining that one does not take a stand on the matter. The function of the speech act to give 
expression to the speaker’s agent-relative recognition of their own commitment is thus undermined by 
the contradictory expression of belief. Thus, Collins’ argument does go to the concept of belief and 
illustrates that beliefs have an essential recognitive aspect which is exemplified in their first person 
explicit expressions. 

                                                           
8 Ibid pp. 47-49. 
9 Ibid p. 48. 
10 Ibid pp. 54-56. 
11 Ibid pp. 55-57. 
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How To Twin-Earth a Phenomenal Concept (and Other Meta-Semantic Shenanigans) 
Abstract for PLM 4, Ruhr-Universität Bochum 

 
There is an intuitive distinction between those terms which are semantically neutral, in the sense 

that they are not susceptible to a twin-earth case in the style of Putnam [1975], and those terms which are 
susceptible to such a case, which we call semantically valent. Indexicals, names, and natural kinds terms 
are not semantically neutral. ‘Sibling’, ‘bachelor’, and ‘sandwich’ are plausibly semantically neutral. 
Bealer[1996]: 134 hypothesizes “that most, if not all, of the central terms of philosophy are” semantically 
neutral. This claim plays a central role in his arguments about the nature of philosophy. This paper 
investigates the nature and extent of semantic neutrality. In particular, I argue that, contrary to widespread 
philosophical orthodoxy, phenomenal concepts are not semantically neutral. I investigate the 
ramifications of this claim for anti-physicalist arguments in the philosophy of mind. 

A term is semantically neutral if it cannot be “twin-earthed” in the style of Putnam[1975]. For the 
study of semantic neutrality, twin-earth cases like those in Burge[1979], involving thinkers who 
incompletely understand their terms or concepts and/or defer to others in their social community, are not 
relevant. Any term can be given a Burge-style twin-earth case, similar to ‘arthritis’. We must exclude 
those cases, while not excluding Putnam’s, to achieve a meaningful notion of semantic neutrality. After 
some preliminaries, we settle on the following conception of twin-earthability: 

A term t is twin-earthable if there is a pair of cases with the following similarities and differences: 
  SIMILARITIES: Both cases involve agents that… 
   (a) are intrinsic duplicates 
   (b) use orthographically and syntactically identical terms t and t’ 
   (c) are competent users of t and t’ respectively 
   (d) do not use t/t’ deferentially 
  DIFFERENCES: 
   (e) t and t’ have different intensions 

We now come to the argument that phenomenal terms and concepts are not semantically neutral. 
A phenomenal term or concept characterizes an experience according to how that experience feels to the 
subject. It does not characterize the type of surface or frequency of light that tends to cause that 
experience. I use ‘red’, ‘blue’, and ‘painful’ exclusively in the phenomenal sense. I demonstrate that 
(phenomenal) ‘blue’ is not semantically neutral by providing a twin-earth case involving two intrinsic 
duplicates, Serena and Venus. To avoid complications involving incomplete understanding, deference, 
and/or social externalism, we take drastic measures. Serena and Venus were, separate from each other on 
their own respective planets, raised by wolves, completely separated from the rest of human society. 
Despite these considerable developmental obstacles, Venus and Serena grow into conceptually and 
linguistically sophisticated thinkers. They dabble in philosophy and lean toward dualism. They know 
what phenomenal concepts are and employ them. 

Serena and Venus are intrinsic duplicates. They have identical dispositions to apply the 
phenomenal term ‘blue’. We label the various hues of color experience from a clear case of green (and 
not blue), which we’ll call hue-0, to a clear case of violet, which we’ll call hue-100. Hue-50 is a clear and 
paradigm case of blue. Serena has a well-entrenched and long history of applying ‘blue’ to hues 20 
through 80. She has a similar practice of predicating ‘not blue’ of hues 0-10 and 90-100 and abstaining 
from judgement for hues 10-20 and 80-90. But, at the current moment (“time t”), Serena is in a stingy 
mood. She is disposed to apply ‘blue’ only to hues 30-70. Venus, being a duplicate of Serena, has the 
same dispositions. But Venus has different past dispositions, and a different past practice of use, for her 
term ‘blue’. Venus has a well-entrenched and often-exercised practice of applying ‘blue’ to hues 25-75. 
But, at time t, Venus, like Serena, is in a stingy mood, and is disposed to apply ‘blue’ only to hues 30-70. 
A diagram of Venus and Serena’s past usage and current dispositions can be found below. 

I claim that Venus and Serena’s phenomenal term ‘blue’ and its corresponding phenomenal concept 
BLUE have different extensions (and intensions), despite the fact that Venus and Serena are intrinsic and 
atom-by-atom duplicates. If so, then ‘blue’ is not semantically neutral. 

Rabin
How to Twin-Earth a Phenomenal Concept 8-2-3

149



 
 

In the paper, I respond to a litany of objections against the thought experiment. The most 
important is that Venus and Serena, because their dispositions do not match the extension of their term, 
somehow fail to understand their own term or concept, and/or defer to a linguistic community partly 
consisting of their own former time-slices. My main reply to this objection is that it relies on an overly 
generous conception of “deference”, according to which any disposition to accept correction of any type 
constitutes deference. But this can’t be correct. If it were, we all defer all the time, and Putnam-style twin-
earth cases are impossible. (For example, Putnam’s Oscar, like Serena or Venus, would similarly accept 
correction were he to learn certain facts about his own past usage of ‘water’. This does not entail that 
Putnam’s thought experiment fails to demonstrate the semantic non-neutrality of ‘water’). 

The claim that phenomenal concepts are semantically neutral plays a vital role in conceivability 
arguments against physicalism. As far as I am aware, that claim has never been challenged. The alleged 
neutrality, and thus transparency, of phenomenal concepts, provides the anti-physicalist their answer to 
the pressing question of why one should trust conceivability as a guide to possibility (Chalmers[1996, 
2002, 2010]). I investigate various ways in which the proponent of conceivability-style arguments might 
respond, including resorting to other concepts or to determinate phenomenal concepts. In the end, I 
believe that conceivability arguments can be resurrected, but will remain significantly weakened. 

Finally, I turn to more properly meta-semantic considerations. I offer an explanation for ‘blue’s 
failure of neutrality and hypothesize about the extent of semantic neutrality (or, more aptly, lack thereof). 
A demonstrative labeling occurs when a representational agent singles out some particular in the 
environment (often by perception) and labels it as an instance of a representational type (‘blue’, ‘water’, 
‘Feynman’). Demonstrative labelings function as a type of meta-semantic glue that fasten the 
representational type onto that which is labeled. Since the history of demonstrative labelings is not 
transparent to the agent, nor need it be reflected in the agent’s current intrinsic state, demonstrative 
labelings can create semantic valency. This is what has happened with Venus and Serena. Their history of 
past labelings generates a difference in their current meaning, and a corresponding lack of neutrality. A 
hypothesis suggests itself: terms and concepts for which demonstrative labelings play an important role in 
reference-determination will not be semantically neutral. If so, then the realm of the semantically non-
neutral extends well beyond the well-trodden cases like indexicals, names, and natural kind terms. Many 
non-natural kind terms, including ‘mud’ and ‘sandwich’, will not be semantically neutral either. I 
investigate the degree of non-neutrality that results from this phenomenon, and compare to the 
conventional cases involving natural kind terms. I also look at some big-picture issues in meta-semantics, 
and conclude by offering a picture on which the generation of meaning is a much less cognitively 
sophisticated affair, and meaning itself far less transparent, than has traditionally been thought. 
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Predication, Meaning and Transparent Hyperintensional Logic

Outline. The paper focuses on foundations of Transparent Hyperintensional Logic (THL) that re-
sides in a substantial modification of Tichý’s Transparent Intensional Logic (TIL; cf. Tichý 1988, 2004;
Dužı́ et al. 2010); THL has recently been suggested by Kuchyňka (yet unpublished). THL, as well as
TIL, is based on Tichý’s type theory. Similarly as Montague’s semantics (Montague 1974 and a pleni-
tude of other writings) and some more recent type-theoretic approaches (cf. Chatzikyriakidis and Luo
2017) THL attempts to provide a formalization of natural language (NL) while offering rules emulat-
ing NL ‘natural logic’. (Cf. also Francez 2015 for type-theoretic approach to meaning from general
perspective.)

Some general features of THL. One of the chief contributions of THL in comparison to TIL or
Montague-like possible world semantics (PWS) is that ‘intensionality’ is resolved on the level of hyper-
intensions, not PWS-intensions. In fact, it is predication that is explained differently. Subsequently, the
aboutness of NL expressions, i.e. what is supposed to be their meanings, is revised. From certain view-
point, the proposal is not extremely revolutionary: many predictions concerning semantic behaviour of
NL expressions made esp. by TIL remain. Yet THL brings even a significant notational economy, which
also means that it yields a welcome simplification of the whole model. Finally, THL’s different expla-
nation of predication amounts to an accent on entities (called conditions, cf. below) which have easier
computer implementation.

Meaning-relevant intuitions.. To illustrate the basic ideas of THL, consider possible explanation and
then formalization of the following two sentences:

a. “Fido is a dog.”

b. “Alice believes that Fido is a dog.” (or: “Alice speaks about that Fido is a dog.”)

There are several linguistic ‘intuitions’ I(i) pertaining to a. and b. (selection):

I1 By affirming a./b., the speaker reports an observable state of affairs that consists in this-and-that.

I2 The goal of affirming a./b. is to speak about truth.

I3 By affirming a./b., the speaker eliminates the possibilities which are incompatible with the seman-
tic content of a./b. (e.g., one excludes that Fido is a non-dog).

I4 As regards their meaning, expressions a. and b. are structured.

I5 None of a. and b. entails the other one.

How PWS implements I1 − I5. The reader surely knows that PWS successfully copes with I1 − I5
while it offers an elegant model of meaning: a. expresses a certain PWS-proposition P , i.e. the set of
worlds consisting of those W s in which Fido is a dog and eliminates those W ′s in which this not the
case; a. speaks about P , while P is even the model of the state of affairs that Fido is a dog. Similarly
for b., while b.’s meaning is also explained as somehow related to (though logically independent from)
the meaning of a. As pointed out by many writers, the implementation of I4, which concerns fine-
grainedness of meaning and its (hierarchical) organization into a complex whole, is unsatisfactory in
PWS. Moreover, many noticed another drawback of PWS: the meaning of a set of logically equivalent,
yet non-identical expressions is the same (it is one PWS-intension); to provide a materially adequate
analysis of meanings, however, one needs rather structured hyperintensions.

How Tichýan hyperintensional logic implements I1 − I5. Tichý’s earliest proposal (from 1971 on-
wards) consist in capturing Montague-like predication quite differently on the formal level. But both
these authors share (of course, suppressing now irrelevant differences) that a. ascribes to Fido that it is a
dog, i.e. that Fido falls in the extension S (viz. a set of individuals) of the PWS-property be a dog. The
property is modelled as an PWS-intension, namely a function from worlds W s (and moments of time,
which I will suppress) to sets such as S. In Tichý’s formalism ( “Xw” is an abbreviation of “[X w]”),

1
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a.TIL λw[Dogw F ]

Though Tichý claimed that the meaning of a. or b. is not a PWS-proposition, but its abstract
structured algorithmic computation called by him construction, he does not fully embraced this hyper-
intensional theory of meaning until 1988. (There are various rivals of this proposal, but the nearest ones
are neo-Fregean semantics by Muskens 2005 and Moschovakis 2006 who postulate certain algorithms
computing the expressions’ denotata as meanings of expressions as well.)

The analysis of b. is then:

b.TIL λw[Belw A 0[λw[Dogw F ]]]

where the (higher-order) construction 0C yields the construction C, not its value (i.e. P ). In other words,
A speaks about C, not about its value P .

5. How THL implements I1 − I5. In notation, the artificial game with λ-abstraction over W s and its
subsequent elimination, so typical for TIL, is abandoned:

a.THL [Dog F ]w

b.THL [Bel A 0[Dog F ]w]w

In THL, a proposition P (yielded e.g. by [Dog F ]) is a medadic case of condition. Properties are
modelled as monadic conditions, i.e. functions from objects to propositions. Predication is explained as
satisfying a condition. Satisfaction of a condition is easily verifiable/observable: consider e.g the case
when Fido satisfies the condition be a dog. According to PWS and TIL, on the other hand, one is obliged
to identify the entire extension S of a PWS-property in W and then ask whether Fido is in S – which is
hardly ever implemented, since it is often practically impossible.

As regards I1, P is a state of affairs textslthat Fido is a dog; note that P can also be understood
as the state of affairs that Fido is a dog and Fermat’s Last theorem holds. But by affirming a. one
does not intend to refer to this state of affairs P , but to the fact (if it is a fact) that P is currently
true (cf. I3). By expressing a.THL, one eliminates ¬[Dog F]w; cf. I3. (As regards I4, THL shares
hyperintensionality/fine-grainedness of meaning with TIL; of course, I5 is implemented in THL as well
as in TIL and PWS.)
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How to Represent the Characters of Indexicals

Indexicals are context dependent expressions; that is, their semantic value varies from context to context.

This variation happens according to a rule (commonly called “character”) associated with the indexical; for

instance, “I” typically picks out the agent of the context, etc. Within the Kaplan tradition, characters are

represented in a formal semantics by having the semantic value of the indexical delivered by a function defined

on n-tuples, which in turn represent contexts, so that each place in the n-tuple is associated with a particular

indexical expression. In this paper, I argue that the representation of the characters of indexicals requires

semantics to place certain restrictions on n-tuples, lest we introduce arbitrary assignments in the wrong place.

The more general claim is that there are certain features of indexicals that must be represented in the semantics

of, and thus in the logic of, indexicals, and that these features lead to some inescapable, substantial metaphysical

commitments. The semantic task of describing indexicals thus speaks against the traditional insistence on

separating logic and semantics from metaphysics.

In fact, most philosophers have imposed such substantial restrictions on assignments, while postponing the

worry about metaphysical commitments; I will call their theories “complicated theories”. Kaplan (1989), for

example, required that the speaker must exist at the space / time / possible world point.

But not everyone agrees: recently, Predelli (2013) has argued that we should allow no such restrictions; that

we should allow any and all n-tuples in our semantics of indexicals. I will call such theories “simple theories”.

The goal of this paper is to show that simple theories are incorrect. I argue that the semantics of indexicals

requires fairly strict restrictions on n-tuples, though the reasons that Kaplan (1989) offered are not quite suffi-

cient for this conclusion. Along the way, we also track one kind of consequence of complicated theories: they

generate special, always-true sentences, variously called “logical truths” (Kaplan (1989)), or “truths in virtue

of meaning” (Russell (2008)), or “truths in virtue of character alone” (Predelli (2013)).

I argue that simple theories leave out part of what they are supposed to do. The simplest way to see the

problem is to look at the way a simple theory treats the first and second person singular pronouns. A simple

theory represents the character of each pronoun as a function from an index to individuals. It thus distinguishes

indexicals from, say, proper names, whose semantic value does not vary with the indices. But it does not, in

1
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any interesting way, distinguish between the first person and the second person. It treats them differently, to be

sure: “I” gets its value from the first element of the n-tuple, not the second. So it captures the fact that the two

pronouns are different, but, it does not capture anything about the difference between them.

So how can formal semantics capture the difference between ‘refers to the speaker’ and ‘refers to the

addressee’? The simple answer: through a complicated theory. Here is the picture. Start from a context of

utterance cu (we are not assuming that all contexts are contexts of utterance, but this is the simplest case).

Someone is speaking to someone else. It is not a trivial task to spell out what exactly makes one person the

speaker, and another the addressee. Speaking is not sufficient for the former: when I read aloud what Frege

said, I do not count as the speaker in the sense relevant here (e.g. tokens of “I” do not refer to me). Simply being

in the vicinity does not make one the addressee: there may be several people around, and only one addressee.

But I assume that, whatever the fundamental facts may be, the semantically relevant fact is that, in our context,

A is the speaker and B the addressee. Any theory, simple or complicated, allows an index iu which corresponds

to our context, at least inasmuch as A is the first member of iu, B the second, etc.

A complicated theory does more. It spells out the relationships among the members of indices, as they

reflect the relationships between the parts of contexts. It does not assign values arbitrarily: the first member

of an index is there because that index represents a context where that index member is the speaker. But this

richness comes at a cost. The challenge for complicated theories is to give a theory of contexts, i.e. to specify

the features of possible worlds that provide context sensitive expressions their semantic values, and to account

for the relations between these features. A theory of contexts will then serve to limit indices to proper ones, i.e.

those representing contexts.
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How to talk about subjective experience? 
 

1. INTRODUCTION 
When describing our subjective conscious experiences, very often we simply describe the external 
objects and features that we perceive. But even on those occasions (supposing there are any) where 
we are concerned to speak of the subjective phenomenal character of experience itself, it can still be 
very natural to use some of the same predicates we use to characterise familiar external physical 
objects. E.g. A subject who is enjoying a detailed visual hallucination – and knows perfectly well 
that she is hallucinating – might describe some hallucinatory element in, or aspect of, her subjective 
visual field as ‘hexagonal’, ‘blue’, ‘growing in size’, ‘rotating clockwise’, ‘to the left of’ some other 
element etc. How literally should we understand such descriptions? Can there be phenomenal 
elements to an experience which are quite literally square or blue or rotating clockwise? Or are the 
terms ‘square’, ‘blue’, ‘rotating’ etc. being used here to do something other than literally predicate 
square-ness, blue-ness, rotation etc. There are 2 sorts of issues here, metaphysical and semantic. As a 
rough first pass, we can put the 2 questions as follows: 

• METAPHYSICAL QUESTION: Can subjective phenomenal elements of/in experience, 
possess some/any of the familiar properties that external physical items can possess? 

• SEMANTIC QUESTION: Do our predicates have the same meaning when we use them to 
describe subjective phenomenal elements of/in experience, as when we use them to describe 
external physical items? 

 
As well as being (I hope) of some intrinsic interest, these questions are also crucially important to 
settling a further issue that has occupied a number of prominent philosophers, viz: are inter-
subjective comparisons of phenomenal properties well-defined? Or is the notion of phenomenal 
similarity only well-defined for intra-subjective comparisons? This latter topic was taken up by 
Frege (1918), Wittgenstein (1953), Schlick (1948), Craig (1982, 1986, 1997), Shoemaker (1981, 
1984, 1996, 2006) and Stalnaker (2003, 2006). For after all – if phenomenal elements in the 
experiences of two different subjects could both literally and correctly be described as, say, ‘square’, 
then we would plainly have a perfectly well-defined dimension of inter-subjective similarity among 
phenomenal features of experience. 
 
After making some initial clarifications to our two questions [section 2], I consider how various 
standard positions on the metaphysics of experience will be committed to answering them “yes” or 
“no”. I also consider to what extent there may be ‘theory-neutral’ or phenomenological reasons to 
favor answering ‘yes’ or ‘no’ and suggest that there is at least some defeasible phenomenological 
support for answering ‘yes’ [section 3]. I finish by considering how the questions connect with some 
very general issues about the nature of empirical properties/predicates and modality. I tentatively 
suggest that what Robert Brandom (2015) has recently labeled ‘The Kant-Sellars Thesis’, might 
provide a very general reason to answer ‘no’ to our questions [section 4]. 
 
 

2. CLARIFYING THE QUESTIONS 
In clarification of the metaphysical question, we need to say more precisely which properties we are 
concerned with. This means ruling out various kinds of properties which sensations and physical 
objects could trivially share – e.g. being self-identical, being non-identical to Caesar etc. Also: 
negative properties (e.g. being non-hexagonal) and disjunctive properties (e.g. being either square or 
painful). To narrow things down, I will focus on spatial properties. 
Of course there is a common metaphorical use of the term ‘space’ to speak of 3 or more dimensions 
of variation – e.g. colour space (hue, saturation, brightness), logical space, modal space etc. We are 
concerned with whether phenomenal elements/aspects of experience are literally spatial – not just 
that they have various dimensions of variation that could be represented by 3 or more axes in a 
diagram. 
As well as metaphorical uses of spatial terms, another kind of non-literal usage is ‘short-hand’. This 
is plausibly a common linguistic manoeuvre when describing at least some sensations – e.g. if I talk 
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of a ‘burnt taste sensation’ I am not literally ascribing the property of being burnt to the sensation. 
Finally, concerning the semantic question, same-ness of meaning is very plausibly something that 
comes in degrees – so we must be sensitive to the possibility that there might be partial overlap of 
meaning. 
 

3. REASONS TO ANSWER “YES” OR “NO” 
If you already have a theory about the metaphysics of experience then you may well already be 
committed to answering ‘Yes’ or ‘No’ to the Metaphysical Question: 
Naïve-Realism/Phenomenal Externalism = YES (phenomenal properties are simply identical to 
external features) 
Sense-Data: standardly answer = YES, but it is logical option to answer = NO 
Reductive Physicalism/Identity Theory = NO (Neural structures/processes may instantiate micro-
physical shapes but the wrong kinds of shapes!) 
Non-Reductive/Emergentist Physicalism: it is at least a logical option to answer = YES 
If you hold that experience does not have a genuinely ‘act-object’ structure – rather experience is a 
monadic state of the subject, as Adverbial theorists do, but also as most orthodox representational 
theorists also hold then you will answer = NO. (States of a subject are just the wrong logical category 
to instantiate spatial properties.) 
Other Relevant Assumptions: 
‘Phenomenal Principle’ (Robinson, 1994) = YES  
Strong versions of the ‘Transparency of Experience’= YES  
 
A number of classic sense-data theorists argued that we should answer ‘YES’ on phenomenological 
grounds (e.g. Broad 1925, Price 1932). I suggest – following Peacocke (1983) and Mehta (2013) – 
that there is at least some defeasible phenomenological support for answering ‘yes’ to the 
metaphysical question. I also briefly rehearse a line of thought (found in Jackson 1977 and Byrne & 
Hilbert 2008) in favour of answering ‘YES’ to the semantic question, and consider possible 
empirical support for this line of thought from Perky’s (1910) famous ‘Banana Experiment’. 
 

4. PROPERTIES & MODALITY 
Following Brandom (2015) we can distinguish between modally isolated and modally involved 
properties/predicates: 

• MODALLY INSULATED:  a property, F, is modally isolated iff whether some particular, o, 
instantiates F in a possible world, w, depends only what is actually the case with o in w. 

• MODALLY INVOLVED: a property, F, is modally involved iff whether some particular, o, 
instantiates F, in a possible world, w, depends on what would be the case with o in worlds 
other than w. 

With this conceptual distinction in hand, we will naturally want to ask which properties, if any, are 
modally-insulated and which, if any, are modally involved. Brandom suggests we should endorse the 
following: 

• “KANT-SELLARS THESIS”: Every empirical property/predicate is modally involved. 
[There are no modally isolated empirical properties/predicates.] 

 
How is this relevant to our metaphysical and semantic questions specifically concerning experience? 
My tentative suggestion is that if the ‘Kant-Sellars Thesis’ is correct, then private phenomenal 
elements/features in subjective experience could not instantiate familiar empirical properties, such as 
spatial properties – for they would not have the right kind of counterfactual profile. Phenomenal 
elements in experience would lack the right sort of connections to laws of nature and causation that, 
according to the ‘Kant-Sellars Thesis’ are necessary conditions for being, say, square or circular etc. 
So this Kant-Sellars thesis, if correct, would provide a quite general reason to answer ‘NO’ to our 
questions. Conversely, if one wants to hold onto the idea that inner’ phenomenal features of 
experience are literally spatial – as the classic sense-datum theorists maintained – then one should 
probably reject the Kant-Sellars Thesis. 
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Kripke and the Formal Indeterminacy of the Physical 
 

In the mid 1980’s, Saul Kripke (1984; cf. Buechner 2011) gave a series of lectures on 
functionalism in which he argued that our thinking about, and reasoning in terms of, mathematical 
functions cannot be accounted for in terms of the way physical computing systems realize mathematical 
functions because such physical systems are, roughly speaking, incapable of excluding in their 
realization incompossible or incompatible abstract functions from being at the same time and in the 
same respect equally well satisfied. The reason for this, according to Kripke, is that nothing in the 
objective, physical causal history of the system determines which function it computes, and that any 
mathematical functional determinacy a physical computing system can have is the one given to it by an 
agreed upon interpretation, that is, by an extrinsic and observer-dependent fact. Kripke, however, resists 
the temptation to conclude that therefore that there’s no fact of the matter as to whether we do 
mathematics (since he believes it is an obvious fact that we do). The conclusion to be drawn, rather, is 
that we are not (entirely) physical computing machines, or alternatively that our mathematical reasoning 
is not (entirely) a matter of physical computational processes. He likewise resisted the temptation to 
conclude that therefore there’s something immaterial at hand, since (he claimed) an immaterial process 
would suffer the same fate. The conclusion to be drawn, again, was that whatever we are (whatever our 
mathematical reasoning consists in), we simply are not (it simply does not consist in) what the 
computationalist model of the mind tells us we are (tells us it consists in), at least not entirely. Kripke 
aims to show that functionalist computational models of the mind do not even work for those states for 
which it has generally been agreed to succeed, namely those “of the most intellectual kind”: 
mathematical reasoning and understanding. 

Kripke’s problem for functionalism can be stated in the following way: which function a 
physical computing system computes is relative its idealization (i.e. to how it is idealized) and which 
idealization is true or correct of that physical system is, in turn, relative to an agreed upon or chosen 
interpretation (in the case of a computer or pocket calculator, relative to the choice and intentions of its 
designer(s)). In other words, neither the function a physical computing system purportedly computes 
nor the correct or true idealization and interpretation are part of the objective and intrinsic physical 
facts, features, and laws of the physical system. But if our mathematical reasoning is or consists in the 
physical computation or physical realization of abstract, mathematical functions, in the way physical 
computing machines realize such functions, then which mathematical function we compute or realize 
when reasoning mathematically is likewise extrinsic and relative to the choice and intentions of a 
designer. Our mathematical reasoning would be objectively and intrinsically indeterminate, a mere 
extrinsic and observer- or designer-dependent fact. This is, surely, a preposterous situation. The 
recommendation Kripke gives is that we abandon computational functionalist accounts of our abstract 
(i.e. mathematical) reasoning. And since Kripke thinks his argument can be extended, mutatis mutandis, 
to any functionalist account (e.g. to those who employ Ramsey sentences), the implication is clear: to 
abandon functionalism in toto. 

The argument can be traced back to Kripke’s notorious plus/quus considerations, but refined 
and excised of the skeptical paradox and newly employed in the context of assessing the plausibility of 
explaining mathematical reasoning in terms of the way physical computing machines and processes 
realize mathematical functions. Despite Kripke’s intentions, however, it can be argued that his lectures 
(‘til this day unpublished) constitute, at bottom, an argument for the formal indeterminacy of the 
physical. A fascinating but perplexing feature of Kripke’s argument against functionalism is that it need 
not be limited to mathematical functions or structures like finite state automata nor to physical 
computing machines like computers or calculators, but rather it can be formulated with respect to any 
pure formal structure, whether geometrical, logical, or even grammatical (in Chomsky’s sense), and 
any physical structure, like brains or force fields. The unsettling proposition with which we end up 
(though not entirely new to the philosophy of science) is that no physical thing or process can realize 
or satisfy in a determinate and objective way a unique and specific abstract function (i.e. a determinate 
pure formal structure), to the exclusion of any other incompossible one. There will always be a level of 
formal indeterminacy in anything physical. 

The present talk will thus present and examine Kripke’s unpublished argument in detail and 
will highlight that the argument’s considerations are potentially generalizable to any sort of formal 
reasoning or understanding, including reasoning in accord with the rules constitutive of games like 
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Chess and Sudoku and the morpho-syntactic structures of languages. (Thus, for example, if the 
linguistic understanding and abilities of humans involves the realization of pure formal structures, 
functions, rules, or principles (whether in the manner of Universal Grammar or in some other way), 
then if Kripke’s argument is sound, such understanding and abilities can be neither (1) (wholly) physical 
computational abilities nor (2) (wholly) the outcome or function of mere physical processes. But then, 
what could they possibly be?) Such startling consequences might warrant a prima facie presumption 
that something must be wrong with the line of reasoning, but if nothing is thus wrong, one must make 
way for an alternative conceptual framework if we hope to explain what it is to realize or compute 
abstract functions. The present talk aims to introduce this interesting but controversial argument in the 
hopes that some light may be shed on its defects and limitations and/or on its virtue and promising 
traits. 
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Chalmers on Indexicals

In ‘Propositions and Attitude Ascriptions: A Fregean Account’, Chalmers holds that:1

(T1) Every referential expression is associated with a primary intension and a secondary
intension. Primary intensions are functions from scenarios (epistemically possible
worlds) to extensions. Secondary intensions are functions from possible worlds to
extensions.

(T2) When the extension of a complex expression depends compositionally on the ex-
tensions of its parts, its primary intensions depend compositionally on the primary
intensions of its parts, by applying the compositionality of extensions across scenar-
ios.

(T3) The extension of an expression coincides with the value of its primary intension at
the scenario of utterance.

(T4) A sentence S is a priori (epistemically necessary) iff the primary intension of S is
true at all scenarios.

This is also known as ‘Chalmers’ Two-Dimensional Semantics’. For now, we will say that
scenarios are possible worlds,2 and that the scenario of utterance simply is the world of
utterance. Following this, we can say that the primary intension of an expression e assigns
to a possible world W the extension of e if W turns out to be actual.3 For example,
if a world where Neptun is the brightest star in the evening turns out to be actual, the
extension of ‘Hesperus’ turns out to be Neptun, and not Venus. Therefore, the primary
intension of ‘Hesperus’ assigns to such a world Neptun, and not Venus.

In ‘On Sense and Intension’ Chalmers points out that in connection with indexicals
his Two-Dimensional Semantics leads to a problem.4 For example, Chalmers notes that
an utterance of ‘It is now Saturday’ can be true today and false tomorrow. Together with
(T3), it follows that the primary intension of my utterance of ‘It is now Saturday’ today
has to be different from the primary intension of my utterance of ‘It is now Saturday’
tomorrow. From this, in turn, it follows together with (T2) that the primary intension
of one of the constituents of ‘It is now Saturday’ chances between the two occasions of
utterance. As Chalmers points out, “the obvious source of the difference is the indexical
expression ‘now’ ”.5 However, prima facie, two arbitrary tokens of ‘now’ seem to have
the same primary intension, since, at an arbitrary scenario W , the primary intension of a
token r of ‘now’ always picks out the time of utterance of r. I will call this ‘the problem
of indexicals’.

Prima facie, the most promising way to solve the problem of indexicals within Chalmers’
Two-Dimensional Semantics seems to be to advocate a token-reflexive theory according
to which a token r of ‘now’ has the same primary intension as the description ‘the time

1David Chalmers, ‘Propositions and Attitude Ascriptions: A Fregean Account’, 597, Noûs 45 (2011),
595–639.

2David Chalmers, ‘On Sense and Intension’, 145, Philosophical Perspectives 16 (2002), 135–82.
3Op. cit. note 2, 145.
4Op. cit. note 2, 155–6.
5Op. cit. note 2, 155.
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of utterance of this token’, where ‘this token’ refers to r. However, Chalmers6 opts for
a different solution. Chalmers rejects the claim that scenarios are objective worlds, and,
instead, holds that scenarios are centered worlds: ordered triples of worlds, individuals
and times with the individual and the time being the center of the world. This is moti-
vated by the fact that an objective description of the world might leave open who I am
and what time it is now. According to Chalmers,7 these epistemic possibilities are best
represented by a centered world. Moreover, such a solution has the advantage that two
arbitrary tokens of ‘now’ have the same primary intension; the primary intension of ‘now’
picking out the time marked at the center of any given scenario. However, at the cost
of the primary intension of an indexical sentence like ‘It is now Saturday’ not having an
absolut truth-value anymore, but being true or false only relative to a subject and a time.

Another consequence of Chalmers’ theory of indexicals is that an utterance of ‘Now =
now’ is a priori true if true, since, at an arbitrary scenario W , both the primary intension
of the first token of ‘now’ and the primary intension of the second token of ‘now’ pick
out the time marked at the center of W . The same is true of an utterance of ‘Here =
here’, since, according to Chalmers’ theory, both the primary intension of the first token
of ‘here’ and the primary intension of the second token of ‘here’ pick out the place marked
at the center of any given scenario. However, in this talk, I will argue that there are both
a posteriori true, i.e. epistemically contingent, utterances of ‘Now = now’ and a posteriori
true utterances of ‘Here = here’. I will call this ‘the problem of a posteriori truths’. For
example, I will argue that we can think of a very slow utterance of ‘Here = here’ such
that we cannot rule out a priori that it is false. Take a speaker who produces a token of
‘here’ at a place p, goes for a long walk, comes back to p, and produces a token of ‘is here’
at p. Such a speaker certainly cannot rule out a priori that his utterance of ‘Here = here’
is false. This means that there is a possible world W such that his utterance of ‘Here =
here’ turns out to be false if W turns out to be actual. Since the primary intension of an
expression e assigns to a possible world W the extension of e if W turns out to be actual,
according to Chalmers’ Two-Dimensional Semantics, the speaker’s utterance of ‘Here =
here’ is epistemically contingent, i.e. a posteriori true.

The obvious solution to the problem of a posteriori truths within Chalmers’ theory of
indexicals will be to say that in case of an utterance of ‘Now = now’ and ‘Here = here’
the center of the scenario of utterance contains two times of utterance and two places
of utterance (respectively). Since there are scenarios where the two places of utterance
differ, the explanation goes, there are scenarios where the primary intension of the above
utterance of ‘Here = here’ comes out false. However, this seems to be true for every true
utterance of ‘Here = here’. Following this, I will argue that such a solution to the problem
of a posteriori truths does not provide an explanation of the fact that there are also a
priori true utterances of ‘Here = here’ and ‘Now = now’, and that, therefore, Chalmers’
theory of indexicals does not provide a solution to the problem of a posteriori truths.

Concluding, possible alternatives to Chalmers’ theory of indexicals within Chalmers’
Two-Dimensional Semantics like the token-reflexive theory are discussed. I will argue
that just like Chalmers’ theory of indexicals the token-reflexive theory does not provide a
solution to the problem of a posteriori truths which also explains that there are a priori true
utterances of ‘Here = here’ and ‘Now = now’. The conclusion will be that an advocate of
Chalmers’ Two-Dimensional Semantics has to come up with a new solution to the problem
of indexicals which (a) explains that at an arbitrary scenario W the primary intension of
a token r of ‘here’ picks out the place of utterance of r, and (b) provides a solution to the
problem of a posteriori truths which also explains that there are a priori true utterances
of ‘Here = here’ and ‘Now = now’. In light of the problems discussed in this talk, this will
be no easy task.

6Op. cit. note 1, 598, and op. cit. note 2, 155.
7Op. cit. note 2, 156.
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Naive Russellians and the Goldbach Puzzle

Following the work of Marcus, Donnellan, Perry, Kripke, and Kaplan, so-called Neo-
Russellians like Salmon, Soames, and Braun hold that:

(S) The propositions we say and believe are Russellian propositions; i.e. structured
propositions whose basic components are the objects and properties our thoughts
and speech acts are about.

(DRN ) Names are directly referential terms; i.e. the content of ‘n is F ’ in a context c is
the singular proposition ⟨o,Φ⟩, where o is the referent of the name n in c and Φ is
the property expressed by the predicate F in c.

This is also known as the Neo-Russellian theory. Moreover, Salmon, Soames and Braun
advocate the following theory of belief reports:

(G) A sentence of the form ‘n believes that S’ is true in a context c iff the referent of the
name n in c believes the proposition expressed by S in c.

The theory consisting of (S), (DRN ) and (G) is sometimes referred to as ‘the Naive
Russellian theory’.

Against the Naive Russellian theory, it is often objected that we have strong intuitions
that there are circumstances in which (1) is true and (2) is false.

(1) Ralph believes that Karol Wojtyła is Polish.

(2) Ralph believes that John Paul II. is Polish.

The Naive Russellian theory could not explain this. In response, Naive Russellians like
Salmon, Soames, and Braun claim that our intuitions regarding the truth-values of sen-
tences like (1) and (2) can be misleading. For example, Salmon, Soames and Braun would
argue that in the above example both (1) and (2) are true. Therefore, for these philoso-
phers, the above example neither shows that (DRN ) is false nor that (G) is false.

It suggests itself that within the Naive Russellian theory also (DRG) is true.

(DRG) The content of ‘n believes that S’ in a context c is the singular proposition ⟨⟨o,p⟩,
believing⟩, where o is the referent of the name n in c, and p is the proposition
expressed by S in c.

However, in this talk, I will argue that together with (DRN ) and (G) this leads to unac-
ceptable consequences.

The argument runs as follows. Since ‘Goldbach’s Conjecture’ designates the (Rus-
sellian) proposition that every even number greater than two is the sum of two primes,
according to (DRN ) and (DRG), (3) expresses the same proposition as (4); i.e. the sin-
gular proposition ⟨⟨Ralph, Goldbach’s Conjecture⟩, believing⟩.

(3) Ralph believes Goldbach’s Conjecture.

(4) Ralph believes that every even number greater than two is the sum of two primes.

1
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Together with (G), it would follow that (5) is true if and only if (6) is true.

(5) Peter believes that Ralph believes Goldbach’s Conjecture.

(6) Peter believes that Ralph believes that every even number greater than two is the
sum of two primes.

However, as the following considerations show, there are circumstances in which (5) is true
and (6) is false.

Assume that Peter is a normal English speaker who does not know that Goldbach’s
Conjecture says that every even number greater than two is the sum of two primes. Never-
theless, he could be disposed to sincerely and reflectively utter (3). Assume, for example,
that Peter hears one of his friends sincerely and reflectively utter (3). If he considers his
friend to be reliable, he could be disposed to sincerely and reflectively utter (3) without
knowing what Goldbach’s Conjecture says. Together with the following, simple, disquo-
tational principle concerning belief, it would follow that (7) is true.

(DP ) If a normal English speaker is disposed to sincerely and reflectively utter ‘S’, then
he believes that S.

But since Peter does not know that Goldbach’s Conjecture says that every even number
greater than two is the sum of two primes, we can simply assume that (6) is false. I will
call this ‘the Goldbach Puzzle’.

An advocate of the Naive Russellian could object that just like our intuitions regarding
the truth-value of (2) our intuitions regarding the truth-value of (6) can be misleading. I
will reply that although a Naive Russellian may hold that a normal English speaker who
accepts (7) believes the same thing as a normal English speaker who accepts (8), the same
cannot be true for a normal English speaker who accepts (3) and a normal English speaker
who accepts (4).

(7) Karol Wojtyła is Polish.

(8) John Paul II. is Polish.

A normal English speaker who accepts (4) not only believes that Ralph believes a certain
proposition, but he also believes that the proposition Ralph believes has a certain content
and certain truth-conditions. The same is not necessarily true for a normal English speaker
who accepts (3), since a normal English speaker who accepts (3) does not necessarily know
what Goldbach’s Conjecture says. It will follow that the solution to the Goldbach Puzzle
cannot be that (5) and (6) have Peter believing the same thing.

An advocate of the Naive Russellian theory could respond that the Goldbach Puzzle
only shows that we have to reject (DRG). I will reply that the Goldbach Puzzle already
arises in connection with (S), (DRN ) and (G). For example, I will argue that according to
(S) the property of believing that every even number greater than two is the sum of two
primes simply is the property λx [Believe (x, Goldbach’s Conjecture)]. It will follow that
according to (S), (DRN ) and (G) both (5) and (6) are true if and only if Peter believes the
singular proposition ⟨Ralph, the property of believing that every even number greater than
two is the sum of two primes⟩. However, as we have seen above, there are circumstances
in which (5) is true and (6) is false. It will follow that we have to reject (S), (DRN ) or
(G).

Not all Neo-Russellians accept the Naive Russellian theory. For example, Crimmins
and Perry hold that ‘believe’ expresses a three-place relation holding between agents,
Russellian propositions and contextually determined modes of presentation. Concluding,
I will show that the objection I have raised against the Naive Russellian theory is not an
objection to Crimmins’ and Perry’s theory of belief ascriptions.
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Literal meaning, idiolects, and language learning – the impossible equation 

An apparent problem literalist positions in the study of communication face is how language users may 
come to possess idiolects which attribute to expressions concepts disparate from those of the designated 
literal meanings. If language-acquisition requires interaction, the fidelity with which such literal mean-
ings are acquired seems insufficient for the purposes of advocates of literalist positions such as the 
minimal semantics espoused by Prof. Emma Borg (2004; 2011). To the extent that literalist theories 
require the idiolects of language users to universally approach an approximation of some literal dialect, 
the advocates of these theories would thus be forced to assume a nativist or Platonist account of people’s 
access to word meaning. Because nativist and especially Platonist accounts posit a preordained foun-
dation for language, they are explanatorily vacuous in the absence of evidence to back the existence of 
this kind of strict semantic framework. 

The argument being presented starts with the premise that literalist positions require expressions being 
processed to be attributed their literal meaning in the externally defined literal dialect of some language. 
Thus, every individual’s idiolect, based on which they attribute meanings to expressions, could only 
include attributions of meaning corresponding to those of the appropriate literal dialect(s). However, no 
such degree of uniformity between literal dialects and idiolects can be guaranteed if language acquisi-
tion relies on interaction between individuals. Consequently, literalist positions are only defensible if 
they explain access to language to be innate or objectively determined. The line of thought is as follows: 

[P1] A dialect z of a language l is a set of triads Mxyz: ‘x means y (in z)’, such that 

(1) each x is a word, or a compositionally arranged set of morphemes involving at 
least one word, and 

(2) each y is a well-formed concept. 

[P2] For each language l, there exists a designated literal dialect z’. 

[P3] In every literalist position, if an expression x is present in a literal dialect z* to which 
a person has access, the person attributes expression x meaning y according to Mxyz’. 

[P4] For every person, there exists an idiolect z*, such that  

(1) z* is a dialect, 
(2) if an expression x is present in the person’s idiolect z*, the person attributes 

expression x meaning y according to Mxyz*, and 
(3) z* is acquired through interaction with other speakers of a language. 

[P5] If an idiolect z* is acquired through interaction with n speakers of a language (n ≥ 1) 
with idiolects z*1, z*2, … and z*n, idiolect z* is not necessarily a proper subset of the 
union of z*1, z*2, … and z*n. 

[SC1] Thus, no person’s idiolect z* necessarily corresponds to a proper subset of the literal 
dialect z of any language. 

[SC2] Thus, for no person, the meaning attributed to an expression x necessarily 
corresponds to meaning y derived from Mxyz’. 

––––––––––––––––––––––––––––––––––––––––––– 

[C] Thus, literalist positions can only be correct if idiolects are not acquired through 
interaction (i.e. if they are innate or objectively determined). 

The proposed view on personal idiolects is inspired by the notion of egocentric processing of meaning 
(e.g. Giora, 2003; Barr & Keysar, 2005; Fein et al, 2015). The basic idea is that people primarily attri-
bute to communicative acts the meaning they derive from their personal viewpoint constituted by their 
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context and their perception of the meaning of signs such as linguistic expressions. However, this view 
of idiolects is by itself compatible with literalist positions as nothing in the notions themselves precludes 
each individual’s idiolect from corresponding with the literal dialect of some language. 

The crux of the presented argument lies in the fifth premise, according to which language acquisition 
by interaction with other people does not guarantee that the resulting idiolect only includes a proper 
subset of the exact attributions of meaning present in the idiolects from which it is being derived. The 
claim that language acquisition by interaction is unreliable is in part founded on well-known criticisms 
showing the limitations of ostensive naming (Wittgenstein, 1953; Quine, 1960). The wider results of 
such lack of fidelity are characterised using a model of cultural evolution derived from Sperber’s epi-
demiology of representations (Sperber, 1996; 2006). In effect, even if the prevalence of a literal dialect 
would provide the grounds for it being reproduced across generations of speakers, any given speaker 
acquiring an idiolect corresponding to the literal dialect would be contingent. 

On this basis, it is argued that only comprehensive, innate conceptual systems may provide the founding 
for literal meaning required by literalist explanations. If shared literal meaning is to be included as a 
central factor in the general model of meaning attribution in communication, this literal meaning cannot 
have been acquired through contingently successful means of acquisition, such as language learning via 
interaction. While this result is considered evidence against literalist theories of meaning in communica-
tion, it does not disprove them as such. If the result holds, however, these theories would seem to be 
forced to assume likely ultimately indefensible positions on the grounding of linguistic meaning. 
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Hume’s maxim with impossible worlds

1 Introduction

Priest (2005) develops a logic for intentional operators which makes use of impossible worlds in
order to deal with hyperintensionality, failures of logical omniscience and the possibility to mentally
represent impossible contents. Recently, he also relied on this framework to model a notion of
concevability such that logical inconsistencies are conceivable (Priest 2016). This runs counter to
a traditional principle, known as Hume’s maxim, according to which

(HM) If it is conceivable that φ, then it is possible that φ. (SBN p. 32)

The question I would like explore in this paper is whether the admission of impossible worlds
in one’s modeling of intentionality is necessarily incompatible with a modal epistemology based on
Hume’s maxim. In opposition to Priest’s view that allowing for the representation of impossibilities
naturally leads to the rejection of Hume’s maxim, I would like to put forward an explication of
Hume’s maxim that is compatible with such a setting and indeed welcomes impossible worlds in
order to model the hyperintensionality of conceivings and the cognitive limitations of conceivers.

2 Priest’s on Hume’s maxim

Priest offers several counterexamples to (HM) - mathematical falsehoods, alternative logics, incon-
sistent states of affairs and fictions. But the conceivability of all the items in the list is controversial.
They may appear more plausible if one accepts, as Priest does, the principle that

(1) everything describable in understandable terms is conceivable.

Priest addresses the objection that his notion of conceivability may not be the one in (HM) and
challenges the objector to provide a better characterization. An appropriate answer to Priest’s
challenge should satisfy the following desiderata:

1. It should not turn Hume’s maxim into an empty tautology.

2. It should make Hume’s maxim epistemologically useful.

It is well known that the commonsense notions of imagination and conception are not very well
defined and demarcated from other notions such as understanding or entertaining. But as Priest
himself notices (2016, p. 2658), the principle (1) above breaks the link between conceivability
and the appearance of possibility. Now it has been argued (Yablo 1993) that the appearance of
possibility is a good criterion for distinguishing the senses of “conceivability” that are relevant to
(HM) and the senses of “conceivability” which are not. We agree with Yablo, but note that his
own positive proposal, i.e.

(Y) p is conceivable for me if I can imagine a world I take to verify p.

1
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fails to meet Priest’s challenge if we allow impossible worlds. (Either the imagined verifying world
is required to be a possible world or it is not. If it is, then Hume’s maxim becomes tautological. If
it is not, Hume’s maxim is false).

3 Conceivability revisited

A first step towards our proposal is to introduce the logic of ceteris paribus conceiving described by
Berto (2014,2017) which offers a formalization of conceiving respectful of (a) hyperintensionality,
(b) bounded rationality and (c) even the conceiving of inconsistensies. In this logic, [φ]ψ expresses
the fact that when some agent explicitly conceives that φ, she also implicitly conceives, ceteris
paribus, that ψ. The [·] operator behaves like a variably strict conditional, i.e. it is true in w that
[φ]ψ just in case ψ is true in all the members of a set f(φ, w) of worlds (possible or impossible)
accessible from w, given the antecedent φ, representing the worlds which are closest to the explicit
conceiving of the agent.

My strategy is to constrain conceiving as formalized by Berto to keep the first too features
without the third. First, I argue that we should accept a weak form of the “strangeness of impos-
sibility” assumption (presented as plausible by Berto) according to which impossible φ-worlds are
never closer than φ-possible worlds in the competition for being among the set f(φ, w). It then
follows that:

(2) [φ]ψ,♦φ " ♦ψ

Then, I advance the following explication of conceivability:

C ⟨C⟩φ := ♦ψ ∧ [ψ]φ for some ψ distinct of φ.

The insight behind this proposal is that we take some φ to be conceivable, in the relevant sense, if
φ is certeris paribus conceived on the basis of some antecedently known possibility ψ, i.e [ψ]φ. In
such cases, ψ appears possible to us. So Yablo’s constraint is satisfied.

Given the strangeness of impossibility assumption, it follows that

(3) ⟨C⟩φ " ♦φ.

This explication of conceivability respects Yablo’s constraint and meets Priest’s challenge: it does
not turn (HM) into an empty tautology, nor is it epistemologically useless, although it requires
some antecedent modal knowledge to begin with. But I argue that there is no vicious circularity
here.

It also allows for hyperintensional distinctions between conceptions since, we can prove that

(4) φ " ψ ! ⟨C⟩φ " ⟨C⟩ψ.

and

(5) " φ ↔ ψ !" ⟨C⟩φ ↔ ⟨C⟩ψ.

As a conclusion, some comparisons are made with other recent treatments of imagination (Wansing
2015) and an application of the present framework to the analysis of scientific thought experiments
is sketched.

2
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Unpleasant pain = Δ 

 

Abstract: 

 

I propose a new account for the unpleasantness of pain. For this, I explain, analyze, and critique 

a group of theories that maintain that unpleasantness is a hedonic quality. These are the hedonic 

theories (HTs). The main issue for all these HTs’ proposals is the heterogeneity problem (HP). 

These HTs claim that there is one common qualitative element, one single shared ingredient, 

something felt, that is present among all pleasant and among all unpleasant experiences, 

respectively. However, according to HP there is no single felt qualitative aspect that is shared 

among all pains, among all unpleasant experiences, or among all pleasant experiences. I will 

propose and defend a new and different hedonic theory that is able to deal with HP. This is the 

determinable-determinate theory (DDT).  

I develop three different versions of HTs. I begin by the distinctive feeling view, which claims 

that pleasantness and unpleasantness are distinctive experiences that may accompany other 

hedonically neutral sensory experiences (Bramble, 2013). In the case of pain, for example, a 

hedonically neutral pain is accompanied by a distinctive unpleasant feeling. The combination of 

these two elements constitutes an unpleasant pain. The second theory that I explain is the 

hedonic tone approach. This version of HTs proposes to understand pleasantness and 

unpleasantness as a qualitative dimension along which sensory experiences may vary (Kagan, 

1992). In the case of pain, for instance, unpleasantness is explained as the dimension along 

which a sensory pain can vary. Broadly, according to this proposal, unpleasantness is to pain as 

what volume is to sound. Third, I consider the adverbial account, for which pleasantness and 

unpleasantness are qualitative modifiers of other mental states such as sensory experiences 

(Aydede, 2014). In the case of pain, unpleasantness is a modifier of a pain sensory experience. 

Once the pain sensation is modified by unpleasantness, it counts as an unpleasant pain. I show 

that, ultimately, none of these HTs is able to provide a satisfactory explanation of the 

unpleasantness of pain or hedonic experiences in general. If HP is correct, as I will show it is, 

the three versions of HTs presented are wrong.  

I propose then a new theory. It is a hedonic theory, it maintains the strong intuition that 

unpleasantness is something felt. However, in contrast to all the hedonic theories exposed, the 

theory that I propose is able to deal with HP. DDT can explain how even if unpleasantness is 

something phenomenal, something felt, there is no single shared qualitative ingredient that is 
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present among all unpleasant pains, among all unpleasant experiences, or among all pleasant 

experiences. There is another account that uses the determinable-determinate distinction to deal 

with HP (Crisp, 2006). However, this account has an important difficulty: to explain how a 

neutrally hedonic experience, such as a taste experience, can be either pleasant or unpleasant. In 

order to solve this problem, I propose a different model from Crisp’s. This is what I will refer as 

the DDT account. According to DDT, an unpleasant pain is understood as a conjunctive 

determinable, i.e., a determinable that is composed by the combination of two other 

determinables. The unpleasant-pain determinable is the conjunction of: i) a pain sensory 

experience determinable and ii) an unpleasant experience determinable. According to DDT, in 

the same way that a scarlet equilateral triangle is a determinate of the conjunctive determinable 

red-triangle, an unpleasant burn experience is a determinate of the conjunctive determinable 

unpleasant-pain.  

I consider and give an answer to two important problems for DDT. First, DDT needs to account 

for the variation among determinate unpleasant experiences. That is, it needs to explain what 

makes a determinate unpleasant pain different from another one. I think that DDT is able to 

capture this feature in terms of the dimensions along which different unpleasant pain 

determinates may vary. Second, it is not clear how an unpleasant pain motivates and justifies 

action in virtue of being a phenomenal experience, in virtue of being something felt. I will argue 

that even if DDT cannot offer a fully satisfying answer for this, none of the competing theories 

can; this is, in fact, problematic for all hedonic theories of unpleasantness. All in all, I argue that 

DDT is the best available account for understanding the unpleasantness of pain and hedonic 

experience in general. 
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A problem with armchair arguments against explaining consciousness 
 
The explanatory gap argument is a conceptual argument for a limit in scientific explanations: 
In order explain consciousness in scientific terms, we would need a functional description of 
it, but our concepts do not allow for such a description. Thus, no scientific explanation of 
consciousness can ever be given. Seen from a scientific perspective, such a claim has to be 
surprising. The cognitive sciences are making impressive progress at understanding the 
human brain. How can philosophers predict that independent of any future progress, there is 
something about the human mind we will never understand?  
To answer this question, one might be inclined to say the following: As a conceptual 
argument, the explanatory gap argument is independent of empirical progress in general. 
Conceptual arguments are a priori, they rely on analytic truth and they are thus necessary. 
Empirical insights, on the contrary, are a posteriori and thus only give us contingent 
information. Consequently, conceptual arguments cannot be affected by any progress in the 
sciences.  
I will argue that this is the wrong way to look at the relationship between the explanatory gap 
argument and empirical progress: Conceptual arguments are affected by empirical insights if 
they have the goal of saying some meaningful about the world. I will show that there is a way 
in which empirical progress can affect conceptual arguments: Through conceptual change.   
 
In general, there are two importantly distinct ways of looking at conceptual arguments, which 
lead to very different views of the relationship between conceptual claims and empirical 
progress. On the one hand, we can look at the coherence of a conceptual argument: We can 
look at whether the argument presents a coherent scenario in which the premises allow to 
infer the conclusion. Our evaluation of the argument will then be based on the descriptive 
content associated with the concepts by the speaker. Seen this way, conceptual arguments are 
in fact independent of empirical insights. Whether Spinoza is successful at proving the 
existence of God, in this view, depends only on how he defined “God” and how the definition 
relates to his other claims and definitions. This approach explains why conceptual claims are 
sometimes taken to be independent of empirical progress. If we are merely interested in how a 
certain word is used, the nature of the actual world is irrelevant. 
 
On the other hand, however, we can look at conceptual arguments and ask whether they 
describe our world accurately. Here, we are not mainly interested in the descriptive content of 
a person’s concept, but in whether the description the conceptual claims are based on 
accurately picks out the intended referent of the claim. Take again Spinoza’s argument for the 
existence of God. If we look at it within the accuracy approach, we are not merely interested 
in how he defines “God”, but also whether his definition successfully picks out what we 
standardly mean by “God”. If we believe his definition is problematic, we might deny the 
conclusion even if the argument is coherent. Within this approach, scientific insights are 
relevant to certain conceptual arguments, because they lead us to reach more accurate 
descriptions of the things we want to pick out with our concepts.  
 
The way empirical insights affect conceptual arguments within the second approach is 
conceptual change. Conceptual change is a common side-product of scientific progress. New 
findings motivate scientists to introduce new concepts, to redefine old ones or give them up 
completely. In general, we use our concepts to categorize the information we gather about the 
world. Empirical insights are a reason to adjust this categorization in order to describe the 
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world more accurately. As an example, while it might at some point have seemed a truth of 
conceptual necessity that “whale-fish” are fish, we know by now they are in fact mammals. 
Thus, conceptual change can be the reason that we come to see some conceptual premise as 
false and thus refute the conclusion of a conceptual argument.  
 
How does this all relate to the explanatory gap argument? What seems obvious is that when it 
comes to the explanatory gap, we are not merely interested in how some people use words 
like "consciousness". We are not interested in the coherence of the explanatory gap argument 
whether or not it successfully picks out consciousness. If that were the case, empirical 
insights would be irrelevant. However, we are interested in the phenomenon itself. Thus, if 
we have reasons to believe that our current concepts do not describe consciousness 
accurately, then new insights should motivate us to change those concepts. Such conceptual 
change could motivate us to change our judgments regarding the explanatory gap argument.  
 
As an example for why we can doubt that our current concepts describe phenomenal 
consciousness accurately, take a look at the inverted qualia thought experiment, which has 
been questioned by so-called “qualia space” research. In the inverted qualia thought 
experiment we are imagining two people who have different phenomenal experiences, while 
they are identical with respect to their physical and functional properties and thus show no 
behavioral differences. By our naive concepts of color qualia, this thought experiment appears 
coherent and thus the existence of such “inverted twins” seems possible. However, this 
conclusion has been denied by research on qualia spaces. Researchers found out that the space 
of all distinguishable colors, sorted by their perceived similarities and differences, (i.e. the 
color qualia-space) is asymmetric. As examples, we see more different shades of green than 
of any other color and while most colors can be either dark or bright, all shades of yellow are 
seen as bright. The sorting is directly based on "what it is like" for the subjects to see the 
different colors. Therefore, it should be different for people who see colors differently. 
However, given that the resulting space is asymmetric, there is no way to invert the standard 
experiences while keeping all relations between experiences stable. Thus, there is no way of 
inverting the color experiences of our inverted twins without behavioral consequences. Our 
naïve concepts, which allow for the inversion, therefore cannot accurately represent the nature 
of phenomenal consciousness.  
 
This shows that, despite being a conceptual argument, the explanatory gap argument should 
not be seen as independent of empirical progress. The inverted qualia case shows that we still 
lack an understanding of the relationship between experiences and certain behaviors based on 
those experiences, and further research on that topic should be able to influence our concepts 
about consciousness. In general, scientific insights have an effect on conceptual arguments 
when they lead us to a more accurate understanding of the referents of our concepts and thus 
to conceptual change.  
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Mentalised prototype frames 

1. Introduction 

The assumption that concepts have any stable meaning has been attacked from different directions: 
linguists, psychologists and philosophers argue in theory and empirically against it. Relevant data and 
arguments for this position are summarised in Casasanto, Lupyan (2015), where it is argued that all 
concepts are constructed ad hoc, thus meaning-stability is an illusion: “[…] despite people’s 
intuitions, invariance is an illusion. If this is true, then a central goal of research on language and 
cognition should be to elucidate the fleeting, idiosyncratic neurocognitive representations that people 
actually use for thinking and communicating—and to explain how apparent stability emerges from 
pervasive variability.” The evidence presented by Casasanto and Lupyan describes phenomena related 
to the so-called “experiential relativity” of representations between-subjects (linguistic/cultural) and 
within-subjects (bodily). They thus raise two related questions: a) how (in)variant and b) how 
idiosyncratic representations are, answering with a) completely variant, and b) completely 
idiosyncratic. 

However, we shall argue that this is not the only possible conclusion that can be drawn from the 
observation of the various forms of context-dependence of representations. On the contrary, there are 
good reasons to conceptualize the instability suggested by the data with a different set of answers, 
namely a) variant, but constrained, and b) idiosyncratic, but sharable. Our argument is based on a 
toolkit comprising mentalising skills, evolutionary prototypes, and attribute-value structures (frames), 
which is summarised in part 2. In part 3 and 4, we show how this toolkit allows to argue for 
constrained variance and the ability of sharing representations. 

2. The mentalised evolutionary prototype frame theorist’s toolkit 

Frames (Barsalou 1992, Petersen 2007) decompose concepts into recursive attribute-value structures. 
This representation format enables a flexible handling of concepts that allows for addition/deletion of 
attributes and values as well as for the possibility to switch foci due to their recursivity. In other 
words, frames allow to give an account of relations among and inside concepts and changes in their 
structure. 

Prototype frames assign weights to the attributes and values in a representation, which reflect their 
importance for the concept, enabling to include typical, though neither necessary nor sufficient 
properties of a category. Evolutionary prototypes (Schurz 2012) interpret these weights as subjective 
probabilities which are based on the evolutionary history of the category to which the concept refers, 
leading to peaks in the property distribution for prototypical properties due to their direct or indirect 
contribution to fitness. 

Mentalising abilities are what allows humans to attribute mental states, beliefs and intentions to each 
other contributing to the interpretation of behavior. The complex set of skills underlying this ability is 
clearly of major importance in communication, where the “effective” speaker takes into consideration 
what the interlocutor(s) knows and believes. Mentalising skills are formulated as functions adjusting 
the weights in the frame with contextually relevant information regarding how much is shared in 
terms of attributes and values, flexibly tuning the frame “online” during communication. 

The intersubjective stability of typicality ratings has been confirmed extensively. In Barsalou, Sewell 
(1984) it has also been shown that adopting different points of view leads to different graded 
structures, which are intersubjectively stable as well.  
3. The variance question 

On the one hand, there is a pressure for flexibility of cognitive structures, because of the constantly 
changing environment, and factors like individual experience, different linguistic communities and 
such have therefore a role. On the other hand, a pressure for uniformity is also present, as it is 
necessary to take into account (1) the evolutionary pressure which led to common brain structures and 
similar ways to categorise the evolutionary-shaped environment, and (2) the presence of mentalising 
skills in humans that serve as a tool for communicative success. It is thus arguably more plausible to 
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assume a shared basic structure of representations, shaped by evolution, which is adjusted depending 
on the context at hand. Prototype frames allow to represent a stable default representation which is 
sufficiently flexible to account for contextual influences by deletion, addition and re-weighting of 
attributes and values. 

4. The idiosyncrasy question 

A distinction between subjective and intersubjective prototypes has the advantage to accomodate two 
main functions of concepts: predictive and diagnostic reasoning on the one hand, and communication 
on the other hand. Subjective prototypes contain the whole subjectively relevant information gathered 
on a category, and it is this information-richness that makes them a powerful reasoning tool. 
Intersubjective prototypes select only those parts of this structure of which it is assumed that are 
shared or shareable, making them a great tool for communication. Thus, although subjective 
representations are idiosyncratic, this does neither mean that they contain no stable parts, nor that 
people are not aware of this idiosyncrasy and able to adjust them accordingly. 

5. Summary 

In opposition to a view of representations as completely variant and idiosyncratic, we propose a 
flexible conceptual structure in terms of prototype frames, grounded in evolution and adjusted 
“online” by re-weighting attributes and values using mentalising skills and contextual information. 
First experimental confirmation for MEPs was gathered in a pilot study, asking subjects to not only 
list characteristic properties of concepts, but also to judge these properties with regard to the 
probability to which they are shared among friends, their country and the world. The intersubjective 
stability of these ratings is a first step towards confirming our descriptive approach to model 
conceptual structure.  
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Fiction, lies and assertions 
Abstract. I use insights from the philosophy of fiction to develop an extension of Stalnaker’s framework 
containing unofficial common grounds to model fiction and lying. I argue that my framework makes better 
predictions with respect to metafictive discourse and bald-faced lies than Stokke’s and Eckardt’s theories. 
. 
Fiction and lying in a Stalnakerian framework. In Stalnaker’s (1970) widely adopted pragmatic framework 
assertions are modelled as updates of the ‘common ground’. When I assert “It is raining”, I propose to update 
the common ground between me and my addressee with the proposition that “it is raining”. Because Stalnaker 
focusses on cooperative information exchanges it can be challenging to model speech acts in a Stalnakerian 
framework that do not seem to follow standard Gricean maxims, such as lying and fiction-telling which both 
involve telling a story that you know is false. Although these speech act are traditionally treated on a par, there 
are crucial differences (cf. Maier, 2017) such as that stereotypical lies, contrary to fictional statements, involve 
an intention to deceive. 

Both Eckardt’s (2014) linguistic approach to modelling fiction in Stalnaker’s framework and Stokke’s 
(2013) philosophical approach to modelling lying and fiction in Stalnaker’s framework, involve separate 
“unofficial” (Stokke, 2013) common grounds containing the content of fictional stories. Whereas lying is (like 
assertion) a proposal to update the official common ground, a fictional statement is a proposal to update or 
create an unofficial common ground related to the relevant fictional work. Take a fictional statement like (1), 
taken from Tolkien’s novel The Lord of the Rings: 

. 
(1) Frodo had a very trying time that afternoon (Tolkien, The Lord of the Rings) 

. 
As I read (1) I update the unofficial common ground related to the Lord of the Rings stories with the 
proposition that “Frodo had a very trying time on a particular afternoon”. It seems that in Eckardt’s 
framework this results in one official common ground and several coexisting unofficial common grounds that 
are continuously accessible. Alternatively, Stokke analyses unofficial common grounds as essentially 
temporal, contrasting them with “more permanent, ‘official’, common grounds” (Stokke, 2013:21) to account 
for the intuition that fictional statements are only accepted for the purpose and duration of conversation.  

I argue that these views encounter difficulties when modelling different types of fictional discourse. 
After reading The Lord of the Rings, although I no longer accept the content that I entertained while engaging 
with the narrative, I do not forget it. I for example remember that Frodo was adopted by his cousin and would 
correct someone who stated otherwise. Stokke explains this phenomenon by claiming that “an unofficial 
common ground need not be temporary in the sense of lasting a short time. There are arguably [unofficial] 
common grounds [that] continue to be operative for a very long time” (Stokke, 2014:23). But in what sense 
are unofficial common grounds that remain accessible after engaging with a fictional narrative (as in Eckardt’s 
theory) temporal? It seems there are two conflicting intuitions we want to account for in modelling fictional 
discourse: First, the acceptance of fictional truths is temporary (only for the duration of the conversation) and 
second, we do retain information about the fictional content after engaging with the narrative. Eckardt’s 
theory does not address the first intuition and Stokke runs into difficulties trying to account for both, ending 
up with unofficial common grounds that are both essentially temporal and continuously operative.  
. 
Metafictive discourse. The intuitive distinction made above between different types of engagement with 
fiction has been observed and labelled in the philosophy of fiction. For instance Currie (1990) distinguishes 
between fictional statements like (1) taken from Tolkien’s The Lord of the Rings – which are analysed as 
direct mandates from the author to imagine certain events; and “metafictive”1 (Currie, 1990) statements such 
as found in a discussion on The Lord of the Rings (e.g. me stating “Frodo was adopted by his cousin”) – which 
are analysed as abbreviations of assertions about the content of the book (i.e. “In The Lord of the Rings, Frodo 
                                                           
1 It is important to distinguish metafictive statements from so called ‘meta-fictional’ statements (e.g. “Frodo does not 
exist”) which are also non-fictional assertions but not abbreviations of assertions about the fictional content.  
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is adopted by is cousin”) and report actual beliefs. I propose to model this distinction in a Stalnakerian 
framework. Following Stokke and Eckardt, I analyse fictional statements as proposals to update or create a 
separate unofficial common ground. However, in my framework the unofficial common ground exists solely 
for the purpose of the fictional discourse and evaporates as soon as the conversation ends. As a result of 
engaging in the fictional discourse the participants update the official common ground by adding the total 
unofficial common ground to it under a Lewisian “In the worlds compatible with fiction F”-operator. (cf. 
Lewis, 1978) This is meant to model the fact that once a fictional discourse ends (e.g. once I put down The 
Lord of the Rings) participants are no longer invited to imagine or entertain any propositions but do maintain 
metafictive beliefs about the content of the fictional narrative (e.g. “In the worlds compatible with The Lord of 
the Rings Frodo is adopted by his cousin”). A fictional statement thus consists in a proposal to update an 
unofficial common ground but also in a proposal to update the official common ground with metafictive 
beliefs concerning the content of the fictional narrative. As we engage in different fictional narratives we 
update the official common ground using different fiction operators so that a typical official common ground 
will consist of beliefs about the actual world and metafictive beliefs about several distinct fictional worlds. 
. 
Bald-faced lies. Using a recent insight from the philosophy of fiction due to Matravers (2014) we can extend 
the described framework to nonfictional narratives which results in an alternative analysis of so called ‘bald-
faced lies’. Matravers challenges the widely adopted view that whereas nonfictional truths are to be believed, 
fictional truths are to be imagined. In fact, our primary engagement with fictional narratives (e.g. The Lord of 
the Rings) involves essentially the same processes as our primary engagement with nonfictional narratives 
(e.g. A vivid biography). In my framework we likewise adopt a uniform analysis of fiction and nonfiction. 
Assertions and lies are (like fictional statements) proposals to update or create an unofficial common ground 
used for the purpose and duration of the conversation. What differentiates assertion and lying from fiction is 
how, as a result of updating an unofficial common ground, they propose to update the official common ground 
– whether the content of the unofficial common ground will be adopted as belief (in the case of nonfiction) or 
as metafictive belief (in the case of fiction). Assertion and lies are thus proposals to directly update the official 
common ground with the content of the unofficial ground (although in the case of lies the content is known to 
be false by the speaker) and fictional statements are proposals to update the official common ground with the 
content of the unofficial common ground under the relevant fiction operator. 

My framework generates an alternative analysis of bald-faced lies – statements that carry the label of 
‘lie’ but involve no intention to deceive. For instance in The Godfather II Pentangeli testifies in court “I never 
know no Godfather” to ensure that mafioso Corleone is not convicted and Pentangeli’s family remains safe. 
However, it is common knowledge in the courtroom that Pentangeli did know the Godfather. In Stokke’s 
framework if we maintain that a lie is a proposal to update the official common ground, and count bald-faced 
lies as proper lies, we have to switch to a notion of common ground that is doxastically neutral; Pentangeli 
does not propose that anyone believes that he knows no Godfather but instead proposes that it becomes 
commonly accepted that he knows no Godfather. I argue that this is not a convincing characterization of the 
bald-faced lie. Rather, Pentangeli wants it to be on the record that he said the right things in court (especially 
with Corleone). His bald-faced lie is thus ultimately focused on making it common belief that “According to 
the account that Pentangeli gave in court, he knows no Godfather”. As a speech act the bald-faced lie 
therefore has a stronger resemblance to a fictional statement than to a stereotypical lie (cf. Kreiser, 2016); The 
bald-faced lie is a proposal to update an unofficial common ground (in which it is true that Pentangeli knows 
no Godfather) and, as a result of that, update the official common ground with a ‘metafictive’ belief: “In the 
worlds compatible with Pentangeli’s account in court, Pentangeli knows no Godfather”. 
. 
Selected references: Eckardt, R. (2014) The Semantics of Free Indirect Discourse, Brill • Currie, G. (1990) The Nature 
of Fiction, CUP • Kreiser, J. (2016) ‘Bald-faced Lies’, Phil Stud • Maier, E. (2017) ‘Lying and Fiction’, Oxford 
Handbook of Lying • Matravers, D. (2014) Fiction and Narrative, OUP • Stalnaker, R. (1970) ‘Pragmatics’, Synthese • 
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My Body is the Subject’s Body 

0. Bodily experiences1 typically are mental states suitable to ground judgments that are de se in the 
sense that subjects endowed with a conceptual system or language would express them by qualifying 
the felt body with a first-person indexical. Authors in the literature often express this by saying that 
bodily experiences typically involve a sense of bodily ownership (SBO). To put it more specifically, 

[SBO]: For one to have a sense of bodily ownership is for one to be aware of the body one 
feels in bodily experience as being one’s own2. 

At this point, the following question emerges: what is the specific character of this awareness? The 
aim of my paper is to offer an account on the SBO – namely to offer an answer to this question. 

In the first part of the paper I will present the three goals that, I contend, any account on the SBO 
should aim at fulfilling (section 1). I will then put forward the main lines of the view (section 2). 
Finally, I will pin it down by arguing that it satisfies the goals defined in the first place (section 3).  

1. The foregoing introduction already suggests the first demand we should impose on any account on 
the SBO: it must allow us to explain the first-personal character of all judgments that have bodily 
experiences as their basis and are de se in the sense now relevant. This yields the following 

[Epistemic Goal]: any account on the SBO must explain the fact that we self-attribute the felt 
body for all judgments based on bodily experiences in which we do so. 

On the assumption that we want a theory on the SBO to fulfill the Epistemic Goal, which concerns the 
relation between bodily experiences and proprioceptive judgments, it is also crucial that it accounts 
for a basic intuition regarding this relation: that of a seemingly necessary link between the occurrence 
of bodily experiences and the involvement of the first-person in the judgments by which we report 
them. This intuition stresses a contrast between bodily experiences and exteroception – e.g. visual 
perception3. This brings in our 

[Psychological Goal]: any account on the SBO must specify it in terms that, picking up a 
distinctive enough element of bodily experiences vis à vis exteroception, accounts for the 
seemingly necessary link that the former, but not the latter, has with the awareness of the 
experienced body as one’s own. 

The intuition just mentioned, however, is challenged by the case of somatoparaphrenic patients 
(Vallar and Rochi, 2009). Besides somatoparaphrenia, in fact, a vast array of empirical cases needs to 
be taken into account in this context. Hence our last goal is an 

[Empirical Goal]: any account on the SBO must leave room for the specific, sometimes 
abnormal relations between bodily experiences and the awareness of the felt body as one’s 
own we seem to have evidence for in some pathological and experimental cases. 

2. The view to be defended in this paper is the following: for a subject to have a SBO is for her to be 
aware of (i) the constitutive relation holding between the properties she experiences as instantiated in 
the felt body and the very experiences of which these properties are a content; and (ii) the relevant 
experiences (that is, bodily experiences) as being her own. 

Point (ii) will be assumed in this paper. It is an uncontroversial fact about phenomenally conscious 
experiences in general, and about bodily experiences in particular, that, may the subject that 
undergoes them have the capacity to make judgments in which she reports them, she will typically use 
the pronoun “I” in the subject position. Assuming (ii) amounts to assuming that there is such a thing 
as a sense of experience ownership (SEO):  

[SEO]: For one to have a sense of experience ownership is for one to be aware of the 
phenomenally conscious experience one undergoes as being one’s own. 

��������������������������������������������������������
1 Bodily experiences include proprioception (namely experiences relative to bodily movement and posture), experiences 
related to balance, touch (i.e. experiences of bodily contact with other objects), feelings of bodily temperature, pain and 
interoception (e.g. hunger or thirst). I will use “proprioception” and its derivatives in a broad sense to refer to all bodily 
experiences. 
2 “Awareness” here is used non-factively, and in the most general sense of awareness we can assume is involved in any 
sincere judgment – in particular in those intended as reports of experiences. 
3 Since it seems perfectly conceivable that a subject S is in a visual state that has S’s body as its content, and yet S is not 
aware that the body she is visually perceiving is her own. 
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As a result of (i) and (ii), my view implies that the SBO is constitutively dependent upon the SEO 
typically present in bodily experiences.  

The main goal of this part of the paper is to spell out (i) – that is, on the one hand, to motivate it, and 
on the other hand, to substantiate it. Steps a to d below summarize the motivation for a defense of (i): 

a. Given a property P of body B, it is in principle possible for subjects to pick up P 
proprioceptively and exteroceptively. For instance, I can perceive my knee’s Damage 
proprioceptively as Painfulness and exteroceptively as Redness4. 

b. In contrast to Damage, Painfulness and Redness are experience-dependent properties: they 
could not be instantiated unless the experiences they are a content of were occurring. This does 
not tell against the fact that they are experienced as properties of B5.  

c. As mentioned in section 1 above, experiences of Painfulness seem to necessarily involve 
awareness of B as one’s own. This is not the case for experiences of Redness.  

d. The difference between experiences of Painfulness and experiences of Redness in this regard is 
explained by the fact that in the former, but not in the latter, subjects are typically aware of the 
experience-dependent nature of the property6.  

On my view, then, we are aware of the body we feel in bodily experiences as being our own in virtue 
of the fact that we pick it up via properties we are aware of as dependent on (our own) experiences. At 
this point, substantiating (i) essentially consists in clarifying what it means to be aware of the 
experience-dependency of properties we perceive as instantiated, and in defining what this is like in 
the specific case of bodily experiences. 

This general clarification will be provided by the following reasoning, which draws on Peacocke 
(1984) and (2008)’s considerations on the visual field: in the case of sensory experiences, experience 
dependent-properties can be cashed out as properties of a sensory field. This being so, for a property 
of this sort to be experienced as experience-dependent means for it to be experienced as a property of 
a sensory field. Thus, being aware of the experience-dependency of perceived properties means being 
aware of a sensory field as such.  

As an instance of this general reasoning, my argument for the specific case of bodily experiences 
points out, firstly, that the properties the body is proprioceptively experienced as having are properties 
of a sensory field – of the bodily field, as I shall call it. Secondly, this field is experienced as such in 
all non-pathological bodily experiences. Thus, typically, the content of bodily experiences is to be 
specified in terms of a sensory field we are aware of as such. I will defend that it makes sense to talk 
about a bodily field we are aware of as such on the basis of phenomenological considerations about 
the experience of haptic touch. These considerations, I will argue, can be extended to bodily 
experiences in general.  

3. On this account, bodily properties are typically experienced in bodily experiences as constitutively 
dependant of my own experiences – namely of experiences I would report by using a first-person 
indexical in the subject position. When this is the case, this fact justifies the use of the first-person 
pronoun to qualify the felt body, thus allowing the view to meet the Epistemic Goal. 

Furthermore, the element that, on this view, grounds the SBO, is distinctive of the phenomenology of 
bodily experiences vis à vis experiences of external perception, such as visual experiences of color. 
The fact that our bodily experiences typically and distinctively involve awareness that the perceived 
properties are dependent on ourselves qua subjects allows the view to meet the Psychological Goal: 
this is how non-pathological subjects conceive of ordinary bodily experiences.   

Finally, the defended relation of dependence of the SBO on the SEO leaves room for cases such as 
somatoparaphrenia, in which subjects’ reports indicate the lack of SBO but not the lack of SEO. 
Conversely, cases like depersonalization, in which the SEO and the SBO are simultaneously impaired, 
would seem to reinforce this relation. Thus, the view defended seems to stand in a good position when 
it comes to the Empirical Goal.   

��������������������������������������������������������
4 For the sake of simplicity, I shall continue to refer to experiences of Painfulness in 2-4. In the full paper, however, I shall 
make clear that these points are generalizable to all bodily experiences. 
5 In a and b I borrow and reformulate Dokic (2003)’s points about the transparency and reflexivity of bodily experiences. �
6 This point certainly needs more motivation than I have space to provide here. I will mainly follow Boghossian and 
Velleman (1989) on the differences between the experience of pain and colour for this motivation.��
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The Acceptability and The Probability of the
Indicative Conditionals

June 19, 2017

My presentation is devoted to the probability and the acceptability of
indicative conditionals. It will be organized around three influential theses,
namely Stalnaker thesis:

ST p(A → B) = p(B|A)

Adams thesis:

AT ac(A → B) = p(B|A)1

and the quantitative version of Adams thesis, the so-called Qualitative
Adams Thesis:

“(QAT) An indicative conditional “If A, B” is assertable for/acceptable to
a person if and only if the person’s degree of belief in Pr(B|A) is
high.”(Douven and Verbrugge, 2012, p. 483)

In the first part of my presentation I will discus the results of the empiri-
cal experiments devoted to test the three hypothesis and try to show that
none of them is well supported. AT was disconfirmed by Skovgaard-Olsen,
Singmann, and Klauer, 2016 which showed that it fails in the case of the ir-
relevant conditionals and by Douven and Verbrugge, 2010 which shows that
it is not supported in the case of the inductive conditionals. QAT performs
poorly(Douven and Verbrugge, 2012) in comparison to the alternative theory
proposed in Douven, 2008.

1Where “ac” indicates acceptability.

1
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ST was suported by several empirical studies(e.g. Over, Hadjichristidis,
Evans, Handley, and Sloman, 2007, Oberauer and Wilhelm, 2003). On the
other hand it was shown, in Skovgaard-Olsen et al., 2016, that it fails in the
cases of irrelevant conditionals. At the same time, as I will show, most of
the experiments which confirmed ST do not use irrelevant conditionals and
therefore fail to include a representative sample of conditionals. Such studies,
at best, can support a version of the thesis restricted to the positively relevant
conditionals. This seems to undermine the experiments which support ST
and strongly suggests that overall it is not empirically adequate.

Then I will move to the theoretical considerations. I will discus some of
the triviality proofs with a special attention dedicated to their assumptions.
Then I will show that all three thesis are baseless. They are not implied by
any semantic theory of conditionals.

I the last part of my talk I will discuss some alternative proposals. One
of them will be Evidential Support Thesis(EST) proposed in Douven, 2008

“EST An indicative conditional “If A, B” is assertable/acceptable if and only
if Pr(B|A) is not only high but also higher than Pr(B).”

which is an alternative to QAT. Then, I will propose the alternative versions
of ST and AT:

ST+/AT+ Probability/Acceptability of A → B equals:

a) Pr(B/A) if Pr(B/A) > Pr(B)

b) 0 otherwise.

and show in what way they are superior and why they are not successful.
Finally, I will try to point on more promising proposals.

2
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Does the sense of agency include a phenomenology of freedom? 

 

The sense of agency is a catch-all term for the conscious experiences that are associated with 

acting. Under this term we may include such diverse phenomenological items as the sense of 

initiation, the sense of control, the experience of trying, the awareness of action, and many others. 

Philosophical research into the sense of agency is in part precipitated by studies in the neuroscience of 

voluntary movement which are mobilised in sceptical arguments against free will and moral 

responsibility. For this reason, it is strange that there is a lack of discussion in this literature on the 

question of whether there is a sui generis phenomenology of freedom that is to be included in the 

sense of agency. In this talk I answer that question in the positive.  

The most serious objection to such a sui generis experience is what may be called the 

argument from content. It is gestured at by many authors but very rarely explicitly developed. E.g., 

Holton (2006, p. 2): “The real objection is to an account that invests vulgar experience with 

philosophical properties […]”; and Deery (2015, p. 325): “[…] how could anyone’s experience have 

as content that her deciding to A is undetermined by her prior states together with the laws of nature?”  

I think that this argument is best schematised like so: 

 

Argument C: 

1. Experience has as its content particulars and low-level properties that are predicated of those 

particulars 

2. The experience of freedom would have as part of its content modal properties. 

3. Modal properties are not low-level properties 

4. So we do not have an experience of freedom 

 

In this paper I refute C by arguing against premise 3. I do so on the basis of some recent work in the 

philosophy of perception which includes “action-properties” amongst those properties which can be 

part of the content of perception. I argue for three claims: i) that action-properties are modal 

properties; ii) that action-properties are non-inferentially experienced (i.e., low-level); and iii) that they 

are of the kind that would be appropriate to an experience of freedom. 

 Action-properties are plausibly viewed as modal properties because they have to do with 

possibilities for action that exist for the agent. (i) should therefore be a relatively uncontroversial 

claim. Most of the work involves spelling out the nature of these properties in order to show the way 

in which they are modal. The weakest possible analysis is suggested by Nanay (2012) to be as 

involving non-impossibility: for some agent A, and some action x, it is not impossible for A to x 

(appropriately contextualised). On this weakest-possible analysis, action-properties are modal. 

 For (ii) I rely largely on Nanay’s arguments in his (2012), but introduce some new 

considerations based on the comparator model of sense of agency. These arguments are based on both 
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phenomenological introspection as well as inference to the best explanation from empirical data. Here 

is one of these arguments. Imagine I am behind a sheet of plexiglass and I know I am behind 

plexiglass. A friend on the other side of the glass throws me a ball. I move to catch it. In order to try to 

catch that ball I had to represent it as catchable. But that property of catchability is in contradiction 

with other low-level (simple visual) properties from which it is putatively inferred (I can see the glass 

between me and the ball). So it could not have been inferred from those low-level properties. 

 There are two reasons that we may doubt that action-properties are metaphysically robust 

enough to be considered appropriate to an experience of freedom. Seeing off these challenges 

constitutes my defence of (iii). The first challenge is that we may doubt that there are truly alternative 

possibilities that we experience, since if we were to experience action-properties in such a 

simultaneous manner we would end up with a Buridan’s-ass style scenario. To be more concrete, 

imagine that I am sitting at my desk and that I have in my conscious experience two simultaneous 

solicitations from action-properties in my environment: to answer my phone and to continue writing 

this abstract. I ignore my phone and continue working on this abstract. But if I was simultaneously 

solicited, then I should have been stuck between both of these possibilities for action. My solution to 

this problem is to introduce a role for motivation—just because we experience simultaneous 

solicitation this does not mean that action-properties solicit us with the same intensity. 

 The second reason for scepticism is that we may think that we require counterfactuals to be the 

content of an experience of free will, but that action-properties only yield subjunctive conditionals. 

Although counterfactuals are often analysed as subjunctive conditionals, this analysis is inapt: the 

antecedent of a counterfactual must be false, while the antecedent of a subjunctive conditional need 

not be. (E.g., its truth-value can be vague or undefined.) So action-properties are not robust enough to 

count as an experience of freedom. 

 Understanding the import of this objection requires us to look at the temporal character of the 

experience of freedom. Of course there is no way that we could have counterfactuals as the content of 

perception, since this would require us to experience false facts (the antecedents)—that is absurd. But I 

do not think it true that an experience of freedom would require us to experience counterfactuals. The 

experience of freedom is an experience of the future as being a certain way: the future appears to us as 

having a certain modal openness: an “unsettled” nature. I close the talk by proposing two separate 

metaphysical interpretations of the experience (epistemic and ontic) and argue that neither of these 

interpretations is obviously correct—they both raise philosophical problems. 
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Neurocognitive evidence in the semantics-pragmatics interface debate: the case of
implicatures

The method of event-related brain potentials has received a wide attention from linguists since
the discovery of a so-called N400 effect and its relation to semantics by (Kutas & Hillyard, 1980).
They found that a meaning-related deviation is followed by a distinct event-related brain potential
(ERP) component, which is negative and peaks around 400 ms post-stimulus onset. Since its dis-
covery, the N400 has become considered an ERP signature of “semantic violation” in language even
though very soon it became evident that the sensitivity of N400 is broader than the scope of what is
considered “semantic” by linguists. Most recent views link the N400 to the degree of context-based
expectancy/predictability of the linguistic input. Thus, the precise functional role of the N400 is still
debated, especially its relevance for the theoretical and subtle questions in semantics, or those arising
at the semantics-pragmatics resp. semantics-syntax interfaces. In spite of that over the last few decades
we have observed a growth in interest in applying the ERP method to investigate theoretical questions
in linguistics. In this paper I would like to review some of the challenges of this enterprise. I argue
that (i) albeit the data from the ERP studies has to be interpreted carefully (ii) some questions can be
definitely enlightened by such data. I will focus on the case of scalar implicatures which has been one
of the challenges of semantics pragmatics interface. phenomena.

In the tradition stemming from Grice scalar implicatures are considered a pragmatic phenomenon
(Grice, 1989). Thus, they are considered to result from a special sort of reasoning processes, where
as input are taken not only literal linguistic meanings but also additional tacit principles assumed
to govern any cooperative communication, in particular the Maxim of Quantity. Alternative views,
e.g. (Chierchia et al., 2012) see scalar implicatures as part of the grammatical system, integrated
in the compositional semantics. In my talk I will review the main empirical results that have been
provided to enlighten the debate of the nature of scalar implicature. I put special attention to the
ERP method (Noveck & Posada, 2003; Nieuwland et al., 2010; Politzer-Ahles et al., 2012; Hartshorne
et al., 2015) including also original and novel ERP data from my own research on the processing of
the scalar implicature of some as well as the scalar implicatures associated with bare numerals (exactly
vs. at least interpretation of numerals such as two, three) (Spychalska et al., 2014)(Spychalska et al.,
2015)(Spychalska et al., 2016). I will discuss what can be learned from the ERP results in relation to
the philosophical controversies regarding SIs.
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Processing of affirmation and negation in contexts with unique and multiple alternatives: 
Evidence from event-related potentials 

 
Negation is a core feature of every human language and is subject to recent debates in philosophy, 
psychology and linguistics. Two of the major questions focus on the mental representation of negation 
and negated concepts and on the integration of negation into the sentence meaning. In the 
psycholinguistic literature, it has been reported early on that in a truth-value judgment task negative 
sentences are associated with higher error rates and longer response times (Just & Carpenter, 1971, Clark 
& Chase, 1972) as well as longer reading times (Luedtke & Kaup, 2006) than affirmative sentences. 
Consequently, psycholinguistic theories seek to model negation processing in order to account for the 
cognitive costs related to the comprehension of negated sentences. 

In a sentence-picture verification study, Kaup et al (2006) focused on sentences containing polar 
adjectives, e.g. The door was open and The door was not open, that were followed by matching or 
mismatching pictures after an inter-stimulus interval of either 750ms (short delay) or 1500ms (long 
delay). For the short delay condition subjects responded faster for affirmative sentences followed by 
matching pictures, whereas for negative sentences there was no effect. Yet, for the long delay the results 
were exactly opposite: there was no effect for the affirmative sentences, but the negative sentences were 
read faster when the pictures matched the described situation. Kaup et al (2006) concluded that negation 
processing requires two steps: At the first step the negated state of affairs is simulated (open door), 
whereas the actual state of affairs (not open = closed door) is simulated only in a second step. 

The assumption that negation processing involves simulation processes, especially at the second 
stage, is faced with some difficulties: In the case of polar adjectives that have clear opposites, such as 
closed vs. open, the negative of the predicate (e.g. not open) can be simulated through its affirmative 
opposite (closed). In contrast, for predicates such as blue, that do not have unique opposites (e.g. not 
blue can be either red, or green, or yellow, etc.), it is not clear what sort of simulation is associated with 
the negative. In an Eye-Tracking-Study, Orenes et al (2014) investigated whether the presence of 
multiple alternatives in the context has an effect on the processing of negative and affirmative sentences. 
To this end, participants were presented with a visual context consisting of four figures of different 
colors. A context sentence indicated that either all objects (multary conditions) or only two objects 
(binary conditions) are possible choices. The target sentence made a statement about one figure, such as 
for example The figure was red or The figure was not red. Sentences were presented auditorily while 
they eye-movement to the figures on the screen were monitored. For negative sentences, subjects fixated 
on the target object (green figure) only in the binary condition, whereas in the multary condition they 
fixated on the object that had the mentioned, negated feature (red figure). 
 
Whereas it is not surprising that in the case when the referent cannot be identified, the processing of a 
sentence differs relative to the case when the referent can be uniquely established in the context, the 
question arises whether this effect has anything specifically to do with negation. In our current 
experiment we aimed at directly comparing the processing of affirmative and negative sentences in 
situations when the context scenario provides multiple or unique potential referents. We ran our study 
using the method of event-related potentials, which has a high temporal resolution and therefore is 
frequently used for the investigation of sentence processing. The experiment had the form of a sentence-
picture-verification paradigm. We used a 2 x 2 design with the factors: (i) context model (unique vs. 
multiple referent) and (ii) polarity of the target sentence (affirmative vs. negative). First the pictures 
were presented creating the context model and afterwards the target sentence was presented word-by-
word on a screen while the EEG was recorded. The pictures depicted three different objects (all of same 
gender) out of which either one or two were then marked with a frame of red or green color. A green 
frame was used to indicate that an object was chosen and hence the unframed one(s) is/are unchosen by 
a virtual agent. A red frame was used to indicate that an object was not chosen and hence the unframed 
one(s) is/are chosen. Beforehand our subjects were informed that in the following they will observe a 
person’s moves in a game where she or he will select or unselect objects. They were informed about the 
meaning of the different frames accordingly.  The target sentence always stated which object was chosen 
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or unchosen and always referred to an unframed object.1 Therefore, framing two out of three objects 
leaves only one possible and therefore unique referent (unframed picture) for the object named in the 
target sentence whereas framing only one object leaves two and hence multiple possible referents 
(unframed pictures) for the object named in the target sentence. The target sentence expressed which 
object was chosen (affirmative) or was not chosen (negative), e.g. Julia hat nicht die Pflaume 
ausgewählt (Julia has not chosen the plum).2  

Table 1: Experimental conditions 
 The other two conditions accordingly 
used one (multiple) or two (unique) 
green frames and the negative version 
of the sentence, e.g. Julia hat nicht die 
Pflaume ausgewählt (Julia has not 
chosen the plum).  All stimuli sentences gave true information with respect to the pictures. Subjects had 
to respond by clicking a button whether the sentence was true or false with respect to the four previously 
seen pictures. To balance out the material and the required responses we added false fillers. 
 

The Picture shows the Grand Averages 
(N=24) at the position of the critical 
word for all four conditions. We 
observe a clear N400 effect for the 
multiple conditions compared to the 
unique ones which is independent of 
the sentence polarity. Assuming that 
the size of the N400 amplitude is a 
function of the context-based lexical 
prediction, we show that in the case of 
multiple predictions the size of the 
N400 is larger for each of the expected 
nouns relative to the case when the 
expectation is unique, thereby 
supporting prior observations by 
Spychalska et al., (2016). Thus, in the 
multiple case the prediction seems 
“weaker” for each of the predicted 
nouns relative to the unique case. 
Although it is well-established that the 
N400 is correlated with prediction, we 
show that the relative size of the N400 
triggered by a noun directly depends on 
the number of equally predictable, 
scenario-based alternatives. This effect 

is similar for affirmative and negative sentences. Additionally, we observed a late positivity for the 
sentence critical nouns occurring after the negation, i.e. when the noun's expectancy was related to the 
prior use of a negation in the sentence. Under the assumption that the amplitude of the late positivity 
reflects integration of the lexical information into the semantic representation of the sentence (Brouwer 
& Hoeks, 2013), this effect can be taken to indicate that in the case of negated sentences the construction 
of the semantic representation was more effortful. 
 
  

                                                           
1  In a second study we reversed the frames (meaning that the sentence always referred to a framed object) to test whether this 
affects the results. Everything else was kept identical. In the experiment using reversed frames we observe a very similar 
pattern.  For brevity we only present results of the original framing in this abstract. 
2 The experiment was done in German.  
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Uncertain Progress 

This paper defends the thesis that doing something intentionally requires knowledge of doing it. The 

paper offers some novel reasons to accept this thesis, by drawing on considerations about control, and 

about a subject’s knowledge of progressive truths. After this, the paper considers a type of case that 

has been thought to counterexample its thesis. This type of case involves someone doing something 

intentionally with no sensory, inferential, or testimonial way of coming to know that they are doing it. 

The paper argues that such cases can only seem to exemplify intentional action without knowledge to 

someone who tacitly accepts the following rationale:  

It is possible for there to be a subject N such that  

i.  N is doing A intentionally.  

ii.  The only possible ways for N to know they are doing A is through perception, 

inference, or testimony, where this means knowing one is doing A in a sense not 

entailed by doing A.  

iii. N is unable to know that they are doing A through perception, inference, or testimony, 

in this same sense.  

The paper then presents one strategy for arguing that (i) is incompatible with (ii). The strategy is to 

argue that there is nothing obviously misguided about the idea that a subject knows of their intentional 

action merely in virtue of doing it; and that, moreover, there is little reason for saying that there are 

particular types of activity that can be done intentionally, but can’t be known in this way. 

The paper also presents a strategy for arguing that (i) is incompatible with (iii). The strategy is to 

argue for three claims: Doing A intentionally requires exercising control over the process called “A”. 

But if one exercises control over A, one must at least have the capacity to gather information about the 

progress of A, through perception, inference, or testimony. Moreover, one must not be prevented, in 

the circumstances, from exercising this capacity, whether by paralysis, confusion, or something else. 

These claims entail that someone who conforms to (i) — someone who is doing A intentionally — 

can’t conform to (iii).  

The value of the paper lies in how it achieves two goals. First, it diagnoses an influential source of 

doubt about the connection between intentional action and knowledge. Second, it offers two strategies 

for overcoming such doubt, which are both novel, particularly in that neither rests on a tacit 

commitment to the thesis to be defended. The paper thereby reveals the weak foundations of the 

assumption that intentional actions can be unknown to their subjects.
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Prototype compositionality is a highly controversial subject. Modification of nouns is one aspect of this issue. 
While the selective modification model (SMM) by Smith et al. (1988) predicts that the modification doesn’t 
affect other attributes, numerous experiments (e.g. Connolly et. al. 2007, Hampton et al. 2011, 
Gagné/Spalding 2014) proved that modification has an effect on the acceptance of statements: “Cotton shirts 
have buttons” is judged to be less likely than “Shirts have buttons”. A further loss of is observed for non-
typical modifications like “Itchy shirts have buttons”. We propose a two-fold explanation of the effect. One 
part of the modification effect is explained by the pragmatics of the task and another part by subtle 
dependencies between the default and the modifier, which can be captured by constraints. 
 
Constraints: An enrichment of SMM 
Jönsson/Hampton (2012) observed that subjects justified their lower likelihood ratings of non-typical 
modifications by relations between the modifier and the default property. For example, in “Uncomfortable 
sofas are found in living rooms” there might be a negative relation between being uncomfortable and being 
placed in a living room. We use recursive attribute value structures with constraints (cf. Barsalou 1992) in 
order to model such dependencies and their influence on modification. In figure 1 a concept C with two 
attributes A1 und A2 is illustrated. The attributes have each a designated typical value (-W and F) and a non-
typical one (W and -F). W and F are related by a constraint (cf. Barsalou 1992, p. 37ff), stating that a non-
typical value for A1 indicates non-typicality for A2 as well. For example, birds have usually clawed feat and 
they mostly use flying as main locomotion. But webbed feet indicate that the bird rather moves by swimming 
than by flying. 
According to the SSM, modification shifts all votes on the value of the modifier, but other attributes are not 
affected. We enrich this proposal by the constraint thesis: A modification also activates the constraints of the 
modifying value. As shown in figure 2 the default “flying” as main locomotion of birds is not inherited for 
“webbed-footed birds”. It is given up in favour of another value. Note that in a probabilistic setting typical 
modifiers always enable default inheritance: A typical value of A1 cannot indicate an non-typical one for A2, 
because if P(W/C) and P(F/C) are high, P(-F/C&W) is low.  

 
Figure 1: Frame with defaults and constraints Figure 2: Example of a modification with constraint 

Experiment  
Material: We conducted an experiment with four different items from Connolly et al (2007).  For two of them 
we suspected constraints to be relevant in the non-typical modification. The two other items were presumed to 
have no relevant constraint. 

C 

A 1 
-W 

W 

A 2 
F 

-F 

webbed-
footed bird 

feet structure 

webbed 

main locomotion 
flying 

swimming F 

W~>-F 

g 
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Design: Three groups of each 19 participants rated the unmodified, typically modified and non-typically 
modified conditions in three different ways. Group 1 rated the probability of the default property for all three 
conditions. All questions  (together with fillers) were mingled on one questionnaire. Group 2 was presented 
with single case stories about individuals with or without the modifier information given between the lines. 
They rated the likelihood of the property for those individuals. Group 3 was explicitly asked whether they 
rated the three conditions differently before they answered. The rating was always given on a scale from 0 
(very unlikely) to 10 (very likely) 
Results: For each case we calculated the modification effects: the difference between the rating in the non-
modified condition (A) and the typical condition (B) as B-A, and the difference between the rating in the non-
modified condition (A) as the non-typical condition (C) as C-A, respectively. We distinguished items with a 
supposed constraint and items with no relevant constraints. Table 1 shows the mean values and the 0.95 
confidence intervals of the modification change in the three groups. Typical and non-typical modification is 
represented in rows. Columns compare items without and with constraints. It was confirmed that the loss by 
non-typical modification is much more distinct for the items with a suspected relevant constraint. It also 
turned out that the single case story and the explicit question technique both moderated the possible loss by 
modification effect. 
 
  Items without presumed 

constraint 
Items with presumed 
constraint 

Typical 
modification 
(B-A) 

Group 1: Normal rating -0.59 [-1.16, -0.03]  -0.47 [-1.07, 0.12]  
Group 2: Single case story 0.16 [-0.38, 0.70] 0.37 [-0.38, 1.11] 
Group 3: Difference rating 0.08 [-0.21, 0.37] 0.34 [-0.21, 0-89] 

Non-typical 
modification 
(C-A) 

Group 1: Normal rating -0.89 [-1.60, -0.19] -4.16 [-5.18, -3.13] 
Group 2: Single case story -0.37 [-0.98, 0.24] -1.16 [-1.92, -0.39] 
Group 3: Difference rating -0.24 [-0.63, 0.16] -2.47 [-3.33, -1.62 ] 

Table 1: Mean change in likelihood, which was rated on a scale from 0 (very unlikely) to 10 (very likely)�
 
Conclusion 
Our experiment gave some preliminary support for our suspicions. The differences in the three groups support 
the assumption that pragmatic factors explain some part of the effect. Furthermore, the difference in relevant 
and non-relevant modification underpins our suspicion that constraints help to understand modification. New 
experiments with more items will be presented to further validate our model. 
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Social Externalism and Ordinary Speech 

 

According to social externalism the contents of mental states and acts are determined not only by the 

intrinsic features of the subject of the state or act, but also by its social environment. In his famous 

argument for this view from partial understanding, Burge assumes that a sincere utterance may 

correctly be interpreted literally even if the subject of the utterance only partially understands one of 

the expressions she uses. He takes this assumption to be supported by our ordinary practice of 

attributing attitudes. In this talk, I take a wider look at utterances involving defective understanding 

and argue that Burge’s appeal to our ordinary attitude attributions suffers from a diet of examples. I 

point to cases where ordinary speakers interpret an utterance literally even if the subject does not at 

least minimally understand an expression she uses. For instance, ordinary speakers interpret a subject 

who sincerely asks ‘What is logorrhoea’ as wondering what logorrhoea is even if they know that the 

subject does not even minimally understand ‘logorrhoea’. This is surely incorrect. But if ordinary 

speakers do not even get such clear cases right, they are bad advisors in the more subtle cases of 

partial understanding. Hence, their attitude attributions are no good reason to interpret utterances 

involving partial understanding literally. 

Furthermore, there are many cases of utterances involving partial understanding in which 

ordinary speakers opt against a literal interpretation and rather reinterpret. For instance, assume that 

someone mixes up the meaning of ‘valid’ with the meaning of ‘sound’, when applied to arguments. If 

we know of the confusion, we ordinarily reinterpret her utterances of ‘valid’ in terms of ‘sound’ rather 

than attribute the literally expressed attitude to her. We thereby deal with such utterances in the same 

way as with malapropism. And such malapropism might involve partial understanding too. For 

instance, we would ordinarily reinterpret Mrs Malaprops utterance ‘lead the way and we’ll precede’ 

even it were no performance error but the result of confusing the meaning of ‘precede’ with the similar 

(relevant) meaning of ‘proceed’. Why do ordinary speakers in some cases interpret utterances 

involving partial understanding literally but in other cases rather reinterpret them? One crucial 

difference between the cases is that in the first cases there is no alternative expression salient that 

correctly expresses how the subject interprets the incompletely understood expression while in the 

second cases there is. There are perfectly analogous cases of total lack of understanding where 

ordinary speakers similarly reinterpret when an apt alternative expression is salient, but falsely 

interpret literally when not. So in these cases, ordinary speakers misinterpret unless an apt alternative 

expression is salient. According to the most simple and straightforward account the same is true in 

cases of partial understanding. I argue that this account is far more plausible than any explanation of 

the data according to which the ordinary practice of interpreting utterances involving partial 

understanding is correct. In particular, there is no independently plausible motivation for such an 

explanation. Hence, from a more comprehensive perspective, ordinary attitude attributions give us in 

fact a reason against a literal interpretation of utterances involving partial understanding.  
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I will defend a reinterpretation of such utterances against some common objections and 

conclude with some remarks on the method of appealing to ordinary speech. 
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The Forms of Words 
 
Philosophers often assume that languages are mind-external, public phenomena, perhaps depending on 
the existence of communities in which linguistic conventions are maintained. In contrast, linguists in 
the Chomskian tradition think of language as a computational capacity of an individual’s mind/brain. 
In short, while it seems obvious that language is a cultural phenomenon, we have an empirically 
successful science which views language as a narrow aspect of human biology. Some see a tension here, 
but when we ask – in the most general terms – what language is, a full answer requires an approach 
which draws on the contrasting conceptions of language provided in linguistics and philosophy, and 
attends to language as both a biological and a cultural phenomenon. I assume a scientific realist attitude 
towards the posits of theoretical linguistics while insisting that public language is a genuine 
phenomenon of theoretical interest, one which ought to be a focus of inquiry in social ontology.  
 
In this paper, I focus on public language words. This is partly because questions about the metaphysics 
and epistemology of words are a microcosm of these wider debates about language, and partly because 
the concept of a word is one which occurs both in our ordinary conception of language and in more 
theoretical contexts: teasing apart these differing conceptions and showing the relations between them, 
while respecting the different methodologies which ought to be employed in theoretical linguistics and 
in social ontology is a paradigmatically philosophical task. Finally, extant philosophical discussions of 
words have certain deficiencies which I would like to remedy. 
 
According to many philosophers, words are kinds of utterances and inscriptions. Their instances are 
concrete, physical entities found in books, on billboards and in acoustic blasts emitted during speech. 
In contrast, linguists in the generativist tradition treat linguistic expressions as mental states, internal 
aspects of an individual’s mind/brain. The contrast is not necessarily mutually exclusive: various hybrid 
or pluralistic views are possible. Still, we can describe these conceptions as respectively involving 
externalist and internalist conceptions of words. (This terminology is not intended to evoke Putnam-
style content externalism: it reflects a theoretical focus on mind-external linguistic signals as opposed 
to mental states.) 
 
From an externalist point of view, it makes sense to ask the following question: what makes an utterance 
an utterance of a given word? Assuming that words are significant units in natural languages, the 
question is about how to carve an aspect of linguistic reality at its joints. One answer to this question is 
what Kaplan (1990) called the form-theoretic account, FT. This approach seeks to explain sameness of 
word in terms of physical resemblance. It is something of a default view, sometimes tacitly assumed, 
sometimes explicitly defended. Adherents include Stebbing (1935), Hardie (1936), Lewis (1983:163), 
Davidson (1984:90), Devitt and Sterelny (1999), Cappelen (1999), Alward (2005), Predelli (2010), and, 
arguably, Searle (1995:83). 
 
The work undertaken in this paper can be summarised in four parts: 
 

(i) I present Cappelen’s (1999) version of FT, and show how it is implemented within Searle’s 
(1995) framework for social ontology, which involves his well-known XYC schema. On 
this view, words depend on conventions which are maintained within linguistic 
communities. These conventions involve collective acceptance that things of type X (things 
with a certain form) count as things of type Y (having linguistic properties such as being a 
noun, referring to cats, etc.). I argue that FT’s appeal lies in a tempting but misleading 
conception of the processes involved in word recognition. The intuitive motivation for FT 
starts from the observation that competent language users are very good at working out 
what word types are tokened in the speech and writing to which they are exposed, and 
concludes that each word in the language must be associated with a distinctive acoustic 
(and orthographical) profile. 
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(ii) In the second part of this paper I make the case against FT. As well as the usual empirical 
arguments against FT (such as formal variation between tokens of a given word, and formal 
coincidence between tokens of different words), I explain the error behind the word 
recognition argument. Its mistake is to assume that word type recognition is entirely a 
matter of observing the forms of utterances and inscriptions. Against this bottom-up 
conception of speech perception – according to which word type must be detected on the 
basis of formal features of the linguistic signal before knowledge of syntax and semantics 
can be consulted – I argue that the forms of linguistic signals are highly unruly and not 
reliable indicators of word type; I present evidence from psycholinguistics which suggests 
that word recognition relies on individuals’ specialised linguistic competence as well as 
background knowledge and guesswork. Word recognition is therefore not a discrete first 
step towards understanding what is said in a context, but is accomplished simultaneously 
with semantic interpretation. Thus, our epistemological success in word-type recognition 
does not require that all recognisable tokens of a word instantiate a specific form associated 
with that word. In addition, I raise a problem for the notion of form as it is usually employed 
in stating FT. 
 

(iii) I go on to argue that the demise of FT throws up a problem for anyone hoping to use Searle’s 
XYC schema to give a social ontological theory of words. Briefly, the XYC schema 
requires two ways of specifying the membership of a social kind. Cappelen assumes that 
the X slot can be filled in with a form-theoretic description of a certain kind of utterance, 
while the Y slot is filled in with syntactic and semantic properties. If, as I argue, no 
appropriate form-theoretic description is available, the XYC schema begins to look poorly 
suited to explaining the social construction of words. (Establishing this firmly would 
require ruling out other ways of filling in the X slot. In this paper I gesture to what these 
other ways might be, and express scepticism about their prospects.)  

 
(iv) Finally, though having a certain form is neither necessary nor sufficient for being a token 

of a given word, a theory of words ought to say something about the formal features of 
utterances and inscriptions: Kaplan (1990) was wrong to think that form was irrelevant to 
word type. I present my preferred social ontological approach to words, drawing on 
Thomasson’s (2014) work on public artefacts, and give an account according to which the 
forms of utterances are localised ways of signalling word-type without being in any sense 
constitutive of it.  
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Beyond the What is Said Debate: Towards a Psychologistic Theory of Successful Communication 

 

In this paper, I begin from the dispute between semantic minimalism (SM) and radical contextualism 
(RC) about the reality of semantic underdetermination (Borg, 2004, 2012; Cappelen & Lepore, 2004; 
Carston, 2002; Recanati, 2004, 2006). I clarify this dispute by reviewing two arguments from the 
literature: the context-shifting and incompleteness arguments (Schoubye & Stokke, 2015). Then, I 
define the dispute as being about the question of whether or not what is said – truth-conditional 
content – is ever underdetermined by linguistic meaning – the content communicated by an utterance.  

In the second part of this paper, I differentiate two distinct models of communicative 
interaction: the transmission model and the evidence model. My claim is that each of these models is 
(at least implicitly) endorsed in the literature and that each provides a different picture of the relation 
between truth-conditional content (what is said) and linguistic meaning. In the case of the transmission 
model, linguistic meanings are conceived as conduits that transmit truth-conditional content 
simpliciter from speaker to hearer (Cappelen & Lepore, 2004). In the case of the evidence model, 
linguistic meanings are conceived as coded “pieces of evidence” that a hearer uses to infer the truth-
conditional content (what is said) expressed by a speaker (cf. Grice, 1957, 1987; Wilson & Sperber, 
2012). I then claim that these models of communicative interaction satisfy widely different 
explanatory or descriptive purposes; e.g. to account for compositional semantics (transmission model) 
or to provide the basis for an account of metaphor and irony (evidence model). Furthermore, I claim 
that because we cannot objectively determine which model takes explanatory priority, we also cannot 
hope to establish a consensus about the reality – or not – of semantic underdetermination. 

In part three, I provide the rationale for my constructive, “psychologistic” proposal (Crane, 
2014). I begin from the claim that even if the two models of communicative interaction postulate a 
different relation between truth-conditional contents and linguistic meanings, both still aim to give an 
explanation of successful communication. Moreover, I argue that both models of communication can 
still agree that there must be one particular “psychological reality” that obtains between hearer and 
speaker when communication succeeds, and that this is true regardless of the reality – or not – of 
semantic underdetermination (Crane, 2013). Building on these claims, I propose that we should 
eschew debates about which model of communicative interaction to favour (and hence about 
minimalism vs. contextualism), and instead focus on developing a theory of successful communication 
that is consistent with both.  

In part four, I set-out my “psychologistic” theory of successful communication, and I argue 
that this theory is consistent with both the transmission and evidence models of communicative 
interaction. I first assume that speakers and hearers possess semantically structured mental 
representations that aggregate information about objects – e.g. bananas – and can be used to make 
temporary “simulations” about the possible properties of those objects – e.g. bananas are 
yellow/purple etc. (Barsalou, 2007, 2009). Then, I argue that successful communication occurs when, 
as the result of communicative interaction, an isomorphism obtains between the “simulated” features 
of speaker’s and hearer’s mental representations. For example, I claim that in the case of a 
communicative interaction involving the utterance, “bananas are yellow,” successful communication 
occurs if both a speaker and a hearer representationally “simulate” that bananas are yellow, and an 
isomorphism obtains between the features of both speaker’s and hearer’s “simulated” representations. 
Importantly, I argue that my theory of successful communication is compatible with both the 
transmission and evidence models of communicative interaction. 

In conclusion, I argue that the debate between minimalists and contextualists about semantic 
underdetermination has reached an impasse, because they disagree about how best to model 
communicative interaction. To overcome this stalemate, I propose that we should “start from a theory 
of thought,” whereby we seek to explain the success-conditions of communicative interaction and not 
the nature of communicative interaction itself (Recanati, 2010). By adopting this approach, I submit 
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that we can be quietist about the reality – or not – of semantic underdetermination, whilst still 
explaining the (psychological) state of affairs that obtains in the case of communicative success.  
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Lexical files as encyclopedic files 
 

 In this talk, I present a hierarchical interpretation of the theory of mental files (Recanati 2012; 
2016) and adopt the notion of a lexical file introduced by Gasparri (2016). I defend the idea that 
lexical files are more than mere recognitional files identifying lexical items and recruiting the 
contextually relevant encyclopedic information. Lexical files must be construed as encyclopedic files, 
whose own stable “objects” are linguistic conventions externalistically conceived. On that basis, I 
argue for a distinction between lexical meaning and conventional meaning. 
 Mental files are handy metaphors to characterize the cognitive mechanisms, whatever they are, 
allowing subjects to keep track of objects and topics in thought (Schroeter 2008: 285). Mental files 
bind together information and attitudes which come to be treated, by the very operations of the filing 
system, as pertaining to the same topic. Recanati (2012; 2016) defines mental files as representational 
vehicles tokened in the presence of putative objects. A mental file consists of three components: the 
file itself (as some kind of mental label), the relations to the object the file represents, and the 
informational content of the file (Murez & Recanati 2016: 271). Mental files are supposed to play the 
two roles Frege assigned to senses: every mental file must determine (i) a referent and (ii) the mode of 
presentation of the referent. But mental files also differ importantly from Fregean senses. Mental files 
determine their referent relationally, through a specific epistemically rewarding (ER) relation between 
the subject and the object, not satisfactionally (by demanding that the object match with the file’s 
content). The mode of presentation a file determines may thus be nondescriptive, depending on the ER 
relation with the object. Demonstrative and first-person files are nondescriptive, because their referent 
is fixed through acquaintance relations (perceptual or proprioceptive) and not through descriptions. 
The memory files derived from previous perceptual files (through a mechanism Recanati calls 
“conversion”) are also nondescriptive. Arguably, there can be nondescriptive mental files for times, 
locations, events and situations. File types map to types of ER relation (Gasparri 2016: 467). 
 Crucially, the ER relations on which files are based must be understood as normative 
requirements, not as necessary conditions. The tokening of a mental file of a certain type comes with 
the presupposition that the corresponding ER relation holds with the object. But, of course, the filing 
system makes mistakes. Files can be opened for nonexisting objects, or files of the wrong type can be 
tokened, files can also fail to reidentify objects or confuse distinct objects. This accounts for all 
possible cases of hallucination, confusion and misidentification. So, mental files can fail to refer by 
failing to meet some of the requirements which come along with their tokening. They nevertheless 
determine a mode of presentation and allow subjects to store information about a putative topic from 
what they take to be a relevant informational channel. This way, mental files simultaneously account 
for subjects’ rationality and for reference determination, while leaving room for mistakes. 
 An interesting idea of the mental file framework is that files are organized hierarchically 
according to their degree of stability and generality: first-order files are subsumed under higher-order 
files. Temporary perceptual files opened in the presence of an object can either vanish together with 
the acquaintance relation to the object or be converted into more stable memory files. Distinct memory 
files related to the same object form an even more stable recognitional file. Recognitional files abstract 
from the particular episodes of acquaintance they were built on. I might forget where, when or how 
many times I met somebody, and yet possess a recognitional file which allows me to identify that 
person and store new information about them. Multiple sources of information suitably related to one 
object are organized into higher-order “encyclopedic files”, which are not based on specific ER 
relations but “may exploit a number of ER relations to the reference of the file, in an opportunistic 
manner, instead of being based on a single one” (Recanati 2012: 73).  Encyclopedic files abstract from 
basic ER relations, even if they presuppose them (Recanati 2012: 75). One way to interpret this is to 
say that recognitial files (stable ways to recognize a given object through a particular ER relation) 
form a network constituting the content of an encyclopedic file. But the encyclopedic file itself does 
not depend on any particular one of its recognitional subfiles. All that is needed for an encyclopedic 
mental file is the presumption there exists some kind of relation to the object/topic the file is supposed 
to refer to, which is enough to activate the functional equivalent of a mental label (a mental file). 
 Once the mental file framework is adopted, it is natural to treat entries of the mental lexicon as 
mental files. Gasparri (2016) suggests that it is indeed possible to construe words of the mental lexicon 
(“M-words”) as lexical files. Lexical files are stable recognitional files “whose function is to allow 
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speakers trained in a linguistic idiom to identify an auditory input as the presentation of a lexical 
element of that idiom, thereby tokening the conceptual-encyclopedic information required to pair it 
with an interpretation” (Gasparri 2016: 468). Gasparri draws on the distinction between file and file 
content to argue that lexical files are organized into form (phonological form) and content (“semantic 
core” and “combinational profile”). In context, the phonological recognition of a lexical form by the 
corresponding lexical file activates a set of instructions to open encyclopedic files containing the 
information which becomes, once pragmatically filtered, the semantic contribution of the lexical item. 
As Gasparri emphasizes, this view correlates with prodedural accounts of lexical semantics: semantic 
content is not provided by the lexicon but recovered via the lexicon. 
 I argue that it is possible to go further and construe lexical files as full-blown encyclopedic 
files, i. e., files based on a higher-order relation subsuming a variety of ER relations. First, using the 
notion of a hierarchy of mental files, I show that equating the lexical file itself (the mental label) with 
its phonological form rests on an undue conflation between the proto-lexical (recognitional) subfiles 
and the lexical (encyclopedic) file proper. A lexical file subsumes different recognitional subfiles 
tracking the different morphological realizations of the same word, and, in a written culture, the 
different media through which the word can be identified. Furthermore, I argue that a lexical file’s 
complete reference includes the word’s history (through phonological drift and language shift). 
Consequently, I construe word forms and word history as part of the rich lexical file content, not as the 
file itself. The file qua mental label abstracts from its various morpho-phonological properties. 
 In a second move, I argue that the other encyclopedic files activated by lexical files should 
also be construed as part of the file content, instead of a procedural semantic core. A rich network of 
encyclopedic information (arrangement of higher-order files) forms, together with the various abilities 
to track concrete physical realizations of the word, what I call the texture of the lexical file. The 
“semantic core” of the lexical file, I claim, is nothing more and nothing less than the complete 
semantic and expressive potential the lexical texture offers. On particular activations, it is pragmatic 
factors that filter the information and, if necessary, extend the encyclopedic network to deliver the 
context-specific semantic contributions of the lexical item. So construed, the lexical file content 
depends on each individual’s filing system and is not reducible to a set of instructions shared by 
competent speakers, even if, in the normal case, a considerable overlap is to be expected between 
competent speakers in the way their lexical filing systems are organized and thus in the interactions 
between lexical and other encyclopedic files (as predicted by procedural accounts of lexical meaning). 
 Finally, I argue that lexical files are also based, among others, on a specific context-invariant 
relation to their “object”, namely, a semantic-deferential relation to the conventional meaning the 
lexical item represented by the file is supposed to have. Following Millikan (1984, 2005), I conceive 
of linguistic conventions as natural objects, parts of the speakers’ environment. Millikanian linguistic 
conventions are reproduced patterns owing their reproduction and evolutionary success to the 
performance of their “proper function”: the reason they survived in the repertoire, their historical 
survival value. The core meaning of an expression is based on its history, and is not inferrable from 
averaging speakers’ conceptions. Individually, speakers do not epitomize linguistic conventions but 
defer semantically to conventions, which are externalized. At the mental level, I argue that the default 
semantic-deferential attitude – which accounts for the implicit assumption of the existence of a public 
language – can be represented by stipulating the existence of a deferential relation as an ER relation 
specific to lexical encyclopedic files, whose objects are linguistic conventions themselves. In 
Recanati’s terms (2013: 221), lexical files are all of the same “abstract indexical” type: they refer to 
whatever the lexical item means in the relevant communal language. I conclude that my account rests 
on a distinction between lexical meaning (the default structure of a lexical file) and conventional 
meaning (the core functions the lexical file is supposed to refer to) and supposes a commitment to the 
existence of communal languages. 
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Self-Ascription and Agency of the First-Person 

Debates and discussions on reflexive pronouns, the mechanisms of self-knowledge and the nature of 

the first-person perspective in contemporary philosophy of language and mind have led us not only to 

recognize the irreplaceable semantic valence of reflexive pronouns, it reignited the classical philosophical 

task of investigating the apriority of self-knowledge and the functional relevance of self-ascription for 

rational agency. Whereas this trend is often associated with ‘rationalism’ or ‘neo-rationalism’ (rightly or 

wrongly), there have been two major rationalist approaches propounded by Tyler Burge and Christopher 

Peacocke that are nevertheless opposed in significant respects. Whereas both philosophers take the agen-

tial aspects of subjects and the apriority of self-knowledge to be central in any positive account of the first 

person notion, Peacocke emphasizes on the non-conceptual dimension of first person content and charac-

terizes his agency-involving account as ‘metaphysics-first’. In comparison, Burge’s view can be called 

‘epistemology-first’ insofar as his take on the first person notion is more conceptual and explains the first 

person concept appealing to its role in rational critical reasoning. It is the aim of this essay to critically 

examine Peacocke’s metaphysics-first view and then suggest that self-ascription is not grafted upon or 

derivative from a non-self-ascriptive ontology of agents (as Peacocke would have it); but rather, self-

ascription should be incorporated into the core of the metaphysics of subjects as a theoretical requirement.  

 Burge identifies two sources of the epistemic entitlement to making a knowledgeable transition from 

first-order perceptual judgments to second-order self-ascriptive judgments. He says, in “Our Entitlement 

to Self-Knowledge”:  
One is the role of the relevant judgments in critical reasoning. The other is a constitutive relation between the 

judgments and their subject matter - or between the judgments about one’s thoughts and the judgments’ being 

true. Understanding and making such judgments is constitutively associated both with being reasonable and with 

getting them right. (Burge 2013, 73)  

Although these ideas are not entirely absent from Peacocke’s account (for example ‘the truth condu-

civeness thesis’ of his rationalism), he offers a somewhat more complicated account of a priori self-

knowledge. Whereas Burge takes self-ascription to be a central performance that is constitutive of the first 

person as critical reasoner, Peacocke decentralizes the notion of self-ascription within the explanatory 

order of his account of the first person. In his article “First Person Illusions: Are They Descartes’, or 

Kant’s?”, he distinguishes an ‘ownership-first view’ and an ‘ascription-first view’ latent in Strawson’s 

neo-Kantian account of self-consciousness. The following passage is distinctive of his critical response to 

what he takes to be the Kantian ‘ascription-first view’ of the first person:  
The fact that, for such subjects, when s owns e, it is possible for s to self-ascribe e does not imply that that fact is 

what makes e one of s’s experiences. For there may be some philosophical explanation of why that possibility 

always holds that traces the possibility to a quite different constitutive origin. That seems to me to be the case 

here. e as a conscious event is in an element of its subject’s total subjective state. Thereby e can make rational for 
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the subject various judgements, including a judgement of it, demonstratively given, to the effect ‘That’s mine’, or 

‘I am having that experience of such-and-such kind’. It is entirely consistent with this non-Strawsonian, non-

Kantian direction of constitutive explanation that whenever there is ownership of a conscious event, there is the 

possibility of self-ascription. But this ‘whenever’ claim is true not because ownership consists in the possibility of 

such self-ascription. Rather, it is ownership that grounds the possibility of the self-ascription. In short, in the or-

der of philosophical explanation, Strawson has not established that an ‘ascription-first’ view of these matters is 

correct, rather than an ‘ownership-first’ view. (Peacocke 2012, 269) 

Upon the ownership-first view, self-ascription is not a constitutive (the ascription-first view is hence al-

so called ‘constitutivism’ in the literature) element of the first person notion. Self-ascription is not the 

genuine ground that explains s’s having e, and that means it is possibly the case that the first person re-

mains what it is without having to self-ascribe any experience e. This negative account is supported by a 

positive account (which Peacocke later in another essay describes as ‘agency-involving’) of the nature of 

an integrating apparatus that is identical over time and possesses what Peacocke calls a ‘self-file’. He 

gives four theses in the above-mentioned article (more detailed and systematic illustration can be found in 

The Mirror of the World). In summary, they state a fundamental reference rule that individuates the first 

person, a possession condition of de se content in general, the mental self-file as a possession condition of 

the first person concept, and the identity of an integrating apparatus as a metaphysical condition for the 

identity of conscious subject over time. His metaphysics-first account receives an agency-involving ex-

tension (I take Peacocke to be developing one single consistent theory) in his recent essay “Philosophical 

Reflections on the First Person, the Body, and Agency” where the reference of the concept I has to be the 

agent or the producer of a range of actions. I will argue that Peacocke’s ownership-first, agency-involving 

account cannot explain and establish non-conceptual first person content without any appeal to self-

ascription and hence self-ascription needs not and should not be excluded from the metaphysics of sub-

jects.  

The I cannot be identified as the producer of a range of actions without the determination of the possi-

ble actions being ascribed to the I. The representations of actions that are to be included in the mental 

self-file have to represent the actions as the subject’s own actions, and as a result the non-inferential 

tracking of the mental file operates not without self-ascription. Peacocke’s notion of an integrating appa-

ratus that grounds the identity of conscious subject is prima facie analogous (even though not identical) to 

Kant’s notion of the transcendental apperception. Taken in the transcendental sense, self-ascription does 

not necessarily proceed in an introspective manner as to generate an occurrent self-awareness, but is nev-

ertheless an implicit thought. My critical examination of Peacocke’s account is not construed as anti-

metaphysical nor does it deny the possibility of non-conceptual first person content in general. Rather, it 

questions the division and opposition of ascription-involving and agency-involving views; they are mutu-

ally constitutive instead of mutually exclusive.   
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A Mechanistic Take on the Theory Theory of Concepts 
 
Concepts play an essential role in the philosophy of language and mind. This paper addresses one of 
three main approaches that pertain to the structure and processing of concepts, the theory theory, and 
proposes a fresh take on it. In particular, I shall argue for the use of mechanisms instead – as currently 
discussed in the philosophy of science [7, 2, 1] – for the explication of the theory theory approach 
rather than a theory based (e.g., [5]) or causal graph based take (e.g., [4, 6]). This gives, as I shall 
argue, a fresh and fruitful perspective on the structure of concepts and reasoning processes involved. 
Importantly, it allows to subscribe to one of the original tenets that ordinary reasoning mimics 
scientific reasoning in essential ways (rather than general probabilistic reasoning), a point that seems 
to have been weakened in recent iterations of the theory theory, including versions that are based on 
causal graphs rather than theories (e.g., [4, 6]).  
 Let me first focus on the general status of the theory theory of concepts. The theory theory 
competes with two main rivals, the classical and the prototype approach to concepts [8]. The classical 
theory determines concepts in terms of necessary and conjointly sufficient conditions. For example, 
the concept BACHELOR is purported to have the necessary and jointly sufficient constituents 
UNMARRIED and MAN. However, there is strong empirical evidence that – abstracting from 
examples such as BACHELOR – the classical account does not describe reasoning with and about 
concepts adequately [9]. As an alternative, prototype accounts were proposed. These accounts take the 
processing of concepts to be guided by prototypes according to which class membership is, for 
example, judged based on the degree to which they resemble prototypical instances. Prototypical 
instances are thereby either directly described by (a) prototypical instances – exemplars – or (b) a 
general structure that specifies prototypes in terms of the properties these prototypical instances have 
to satisfy [8].  
 There is, however, also evidence that prototype theory cannot fully explain some empirical 
findings such the effect of background knowledge or the absence of general prototype effects on 
expert judgments [9, Ch. 2 and 6]. The theory theory [5] provides an explanation for these 
observations. It presupposes that naive reasoning – exhibited by children and naive adults alike – is 
based on the same cognitive capacities on which scientific reasoning is based [5, 8], where in the 
original proposal [5] scientific reasoning is purported to be done by theories (hence the name 'theory 
theory') – which often relies on background assumptions or background knowledge. Applied to the 
processing of concepts, this suggests that naive adults and children have their own general knowledge 
theory and use those theories to draw inferences about properties of individuals and their 
categorization in principally the same way scientists do.  
[5] are explicit in that their theory theory account follows the then dominant view of scientific 
reasoning and change in philosophy of science. However, since then, there has been ample evidence 
that the theory view of scientific reasoning and change is in general inadequate. Whereas the theory 
approach might still have merit for fundamental physics, this is not the case for the biological sciences 
[1, 2, 7, 11]. Rather, abstract structures, called 'mechanisms', have been introduced that are better at 
describing scientific progress and reasoning in biology and seem to do that in a much more fruitful 
way [1, 2, 7]. By the principal motivation of the theory theory, this should make a mechanism-based 
approach a prime candidate for a new 'theory theory' approach to concepts.  
 To be fair, recent iterations of the theory theory (e.g., [4, 6]) seem to go into the same 
direction. For example, [4, 6] use causal graphs [10], which take causal structures as fundamental 
units. (On the other hand, [3, p. 75] seems to give up the theory theory altogether.) However, there 
are, as I shall argue, substantial differences between mechanisms, as employed in philosophy of 
biology, on the one hand and causal graphs on the other. I shall, furthermore, argue that these 
differences allow us to add flexibility that is instrumental for the success of mechanisms in 
philosophy of biology and that this flexibility is helpful for a theory theory approach to concepts – a 
point that is missing from an alternative, causal graphs based account.  
 Let me first go into the advantages of a mechanism-based account of a theory theory of 
concepts and then argue why it might in a certain respect be more fruitful than a causal graphs based 
one. An example for a mechanism in biology is the chemical information transmission at the synaptic 
cleft of neurons. The entities (of the mechanisms) are (1) the axon, (2) dendrite, (3) calcium ions, (4) 
neuro transmitters, (5) receptors for neuro transmitters at the dendrite, etc. The activities include (A) 
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the release of neuro transmitter into the synaptic cleft and (B) the docking of the transmitters at the 
receptors as well as (C) an action potential that precedes the release of neuro transmitters and (D) 
which in turn is typically followed by the intake of calcium ions in the axon (cf. [2]). The resulting 
mechanism is in a representational format that can be reconstructed from scientific practice in biology 
and explain observed phenomena, including the different ways poisons, such as Curare and 
Strychnine, interfere with this mechanism (cf. [2, 1]).  
 Interestingly, it is not difficult to reconstruct naive reasoning about concepts in terms of 
mechanisms. Artificial kinds are designed in such a way that they afford certain properties based on 
causal mechanisms (e.g., microwaves heat food), whereas living natural kinds are governed by 
mechanisms that pertain, for example, to ways of locomotion (e.g., birds' flying ability). Whereas a 
layperson's understanding of these mechanisms is often limited, they can arguably identify some 
entities and causal activities that are relevant for the respective properties.  
Furthermore, the purported similarity between some of the activities and entities might can play an 
important role in categorization and at least in part explain the effects of background knowledge in the 
processing of concepts. For example, one reason why we categories both birds' and insects' wings as 
WINGS is that they have a functional role in locomotion that is based on highly similar mechanisms 
underwriting them. Thus, although similarity might play an important part in categorization, it does so 
only, as I shall argue, based on the individuation of entities and the causal activities, a point that is 
missing from alternative accounts, including standard prototype approaches [cf. 8, 9]. 
 Let me describe why causal graphs are at a disadvantage in that context and do not lend 
themselves as easily into representing mechanisms in the above sense. (None of the approaches in [1, 
2, 7] relies on causal graphs but only on the alternative notion of causal mechanisms.) 
Firstly, the arrows in a causal graph indicate only that there is some (direct causal) influence between 
specific variables, but do not specify what sort of causal influence it is (in terms of what activities 
exert the causal influence, e.g. if it is excitatory or inhibitory) [10]. Rather, the type of activities that 
govern causal influence have to be encoded in variables and values (e.g., by use of a variable 'release 
of neuro transmitters' and values '0 (yes)' and '1 (no)'; see also [4]). Secondly, entities cannot be 
directly represented but have to encoded again in terms of the variables (e.g., 'release of neuro 
transmitters by the axon'). Thirdly, there are further specific issues such as (1) the satisfaction of the 
Markov (and the faithfulness) condition that might not be always be satisfied by naive mechanisms 
and (2) the treatment of feedback loops due to the fact that causal graphs are naively described as 
circular, whereas causal graphs are defined to be directed acyclical graphs [10, 4], allowing for no 
simple mapping of such loops (which are essential for comprehensive account of mechanisms).  
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Conditionals as representative inferences
All approaches to the meaning of conditionals are driven by the idea that unless explicitly signaled,
the truth or acceptability of a conditional relies on a dependence of the consequent of the antecedent.
In probabilistic approaches this dependence is expressed in terms of the conditional probability of
the consequent on the antecedent. Inferentialists [3] propose that we have to be able to infer the
consequent from the antecedent. Recently we have seen many causal approaches to conditionals
(cf. [5]). One shortcoming they share for their application to indicative conditionals, is that
they have a hard time explaining what is wrong about a conditional like (1) If it is sunny today,
Real Madrid won the Champions League in 2017, especially given that Real Madrid just won the
Champions League yesterday.1 There is general agreement as to what the problem is: there is no
dependence in this case. Still, for these theories, the truth of the consequent is sufficient to warrant
the truth/acceptability of the conditional.

In this talk we will build on insights from associative psychology and probabilistic analyses of
causal learning to account for the dependence between antecedent and consequent. The analysis
builds on the notion of contingency. The notion of contingency has been introduced in learning
psychology to measure the learnability of a dependence between the two features. We will propose
that for the appropriateness of a conditional, the conditional probability of the consequent on the
antecedent has to be weighted by their contingency (proposal). This will be shown to solve the
”missing link” problem discussed above (application 1). Furthermore,— drawn on experimental
results on learning—, we will motivate an extension of contingency to what we will call ‘representa-
tivenes’ of y for x. This extension will allow us to account for biscuit conditionals (application 2)
and conditional threats and promises (application 3). We will consider how far this proposal can
serve as a general analysis of the meaning of conditional sentences. The talk will end with pointing
out the close link the present analysis draws between conditionals and generics (application 4).

Within classical learning-by-conditioning psychology, learning a dependency between two events
f and g is measured in terms of the contingency ∆P f

g of one event on the other: ∆P f
g = P (f |g)−

P (f |¬g), where P measures frequencies. Contingency not simply measures whether the probability
of f given g is high, but whether it is high compared to the probability of f given all other (contex-
tually relevant) cases than g (¬g abbreviates

⋃
Alt(g)). Thus, it is measured how representative or

typical f is for g. [6] showed that rats learn a ⟨tone, shock⟩ association if the frequency of shocks
immediately after the tone is higher than the frequency of shocks undergone otherwise, even if
shocks occur only in, say, 12% of the trials in which a tone is present.2

Experiments in the aversive (i.e. fear) conditioning paradigms show that the speed of acquisition
and the strength of the association in rats increases with the intensity of the shock. [11] show,
similarly, that people build stronger associations related to events with high emotional impact. To
capture this we introduce a new measure, the representativeness ∇P f

g , defined as in (2), where V (x)
measures the absolute value (or intensity) of x.

(RES) ∇P f
g = P (f |g)× V (f |g)− P (f |¬g)× V (f |¬g)

In the special case where the V alue only depends on f , as in the given example, representativeness
comes down to ∆P f

g × V (f) and V measures the emotional intensity of f .

1Inferentialists claim that they can account for the observation, but we disagree.
2[9] shows that ∆PG is the asymptotic value of the weight given to G when the learning task is modeled with a

linear associator trained using the Rescorla-Wagner [7] learning rule, the most influential learning rule in associative
learning and equivalent to the delta rule used in connectionists models.
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Proposal. ∆P f
g is a measure of the probabilistic dependence between f and g. To overcome

the missing link problem of approaches to conditionals, one might therefore suggest to use ∆P f
g

or (RES) to check the assertability of a conditional sentence. However, [10] show that although
∆PA

C > 0 is a necessary condition for acceptability of indicative conditionals, it is not a sufficient
one: it is also demanded that P (C/A) is high. Therefore, we propose the following condition:

(CON) A > C is assertable iff ∇PC
A × P (C/A) is high.

Notice that if V alue is irrelevant, for acceptability it is a necessary condition that ∆PC
A > 0.

Application 1. Already contingency accounts for conditionals like (1), where V alue doesn’t seem
to count. If antecedent and consequent are probabilistically independent, we get ∆PA

C = P (C|A)−
P (C|¬A) = 0. If V alue doesn’t count, ∆PC

A = ∇PC
A and ∇PC

A × P (C/A) = 0 as well. Hence, we
predict that even in case P (C) = 1 and, therefore, P (C|A) = 1, the conditional is not assertable.
But this doesn’t hold for all conditionals with true consequents.
Application 2. An exception are biscuit conditionals like (2) If you’re hungry, there are
biscuits on the table. The biscuits are on the table, independently of whether you are hungry or
not. Thus ∆PC

A = P (C/A) − P (C/¬A) = 0. For these conditionals the V alue in the definition of
representativeness ∇PC

A matters. In (2) the value of the consequent is only high if the antecedent
is true. Hence, V (C|A) >> V (C|¬A) = 0. As a result, ∇PC

A will be high, and this explains the
appropriateness of the conditional. A similar analysis will be proposed for (2.ii) If you want to go
to Harlem, you (must) take the A-train.
Application 3. Our analysis works also for conditional threats and promises like (3.i) If
you won’t give me your wallet, I will kill you and (3.ii) If you give me 10.000 euro, I will destroy
the (for you hazardous) tapes. What needs to be explained for such conditionals is that we accept
them, although these threats and promises are not very credible (cf. [8]): P (C|A) is typically not
very high. In these conditionals the emotional impact of the consequent is independently of the
antecedent. Thus, representativeness reduces to ∆PC

A × V (C). Notice that in (3.i) and (3.ii),
P (C|A) − P (C|¬A) > 0, because the credibility of the consequent given ¬A will certainly not be
higher than given A. Given that in these cases V (C) is extremely high for the hearer, it follows
that ∇PC

A will be high, even if P (C|A) is not very high. Thus, these conditional threats/promises
are accepted, as long as the stakes communicated in the consequent are high enough.
Application 4: Generics and conditionals are much alike. They both have at least the following
purposes: (i) to state (inductive) generalizations (‘Tigers are striped’, ‘If you push this button, the
lamp will light’); (ii) to express (perhaps desired) norms (‘Boys don’t cry’, ‘If you see a general, you
solute him’), and (iii) to express threatening cases like (iii) ‘Pit bulls are dangerous dogs’ and ‘If
you don’t give me your wallet, I will kill you’. This suggests that they should be given very similar
analyses. In this talk we will show that, indeed, a uniform analysis can be given to all types of
examples, including both conditionals and generics (building on [2] and [4])!
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generic!; [3] Krzyzanowska et al (2013), ‘Inferential Conditionals and Evidentiality’, JOLLI; [4] Leslie (2008), ‘Gener-
ics: Cognition and acquisition’, The Philosophical Review; [5] Pearl (2000), Causality: Models, Reasoning and In-
ference; [6] Rescorla (1968), ‘Probability of shock in the presence and absence of CS in fear conditioning’, Journal
of Comparative and Physiological Psychology; [7] Rescorla and Wagner (1972), ‘A theory of Pavlovian conditioning’
in Classical Conditioning II; [8] Schelling (1981), The Strategy of Conflict; [9] Shanks (1995), The Psychology of
Associative Learning; [10] Skovgaart-Olsen et al. (2016), ‘The relevance effect and conditionals’, Cognition; [11]
Slovic et al. (2004), ‘Risk as analysis and risk as feelings’, Risk Analysis.
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The Role of Perceiver in the Predictive Processing Framework 

 As a perceiving agent, I enter a perceptual experience in two different ways: In 

perceiving myself in a mirror, I enter the perceptual experience as the object identified (based on 

visual information), and as the subject seeing the mirror and myself in it. This portrays a question 

that remains open within the predictive processing framework: what is the role of the perceiver, 

or how is the self represented? 

 In this presentation, I expound the answer attempted by Hohwy and Michael in a 

forthcoming paper. Their central idea is that through action, understood as active inference, we 

position our bodies and eventually ourselves in the realm of the hidden causes of sensory input. 

Given that the brain is in the business of inferring causes from input, it is (somehow) prompted to 

construct a self-model to capture the hidden causes that are generated through action. Hohwy and 

Michael rely on Metzinger’s notion of a “self-model” but identify it primarily as a “full body 

model” which is a hierarchical structure of hidden, endogenous causes that will eventually be 

identified as the self.  

 At closer inspection, Hohwy and Michael’s suggestion accounts for the subject-as-object 

only, which seems straightforward since in the object-sense I can be treated just like any other 

object in the world, in terms of a self-model that falls under the scope of prediction error 

minimization. The organism as object of experience is firmly embedded in the world and capable 

of interacting with it in various sensorimotor and cognitive ways. But the organism as subject of 

experience is not represented in the contents of experience. Thus, as far as it is represented, it is 

always only represented as object. This leaves open the question of how we could capture the two 

dimensions of the agent in the predictive coding framework? In this presentation, I explore 

several options to determine the place of the dimension of self-as-subject in the predictive coding 

framework:  

 I propose to take seriously the theoretical option of identifying the self with the organism 

and to analyze active inference in terms of the sensorimotor contingencies between action 

performed by the cognitive agent and changes in the immediate environment. This route may be 

the most promising story of how the predictive coding framework connects with the debate of 

perceptual experience. 
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Philosophy of Perception as Model-building  

~ 

The problem of the contents of perceptual experience is one of the most debated issues in 
contemporary philosophy of perception. However, what is exactly the contribution made by theories 
of perceptual content in an age of science? On the one hand, some philosophers assume that theories 
of perceptual content will eventually lead to a better understanding of the underlying neural correlates 
(Siegel 2010). Yet, this assumption is often not supported by meta-theoretical considerations about the 
status of theories of perceptual content. On the other hand, some philosophers deny or downplay the 
role of philosophy of mind and advocate for a thoroughly scientific approach to the study of the mind 
(Chemero & Silberstein 2008). The research project is meant to articulate an answer to the presented 
issue. My claim is that the philosophical contributions to our understanding of visual perceptual 
content is better understood in terms of phenomenological models.  

Recently, philosophers have showed a renewed interest for the role of models in science 
(Godfrey-Smith 2009; Weisberg 2013); whilst others argue for a model-building approach to 
metaphysics (Godfrey-Smith 2006; Paul 2012), and epistemology (Williamson forth.). Roughly 
speaking, a model is an interpreted structure that can be used to study more complex, real-world 
target phenomena (Godfrey-Smith 2006). In contrast with these works, my proposal has an element of 
originality. Whereas Weisberg and others have investigated the role of models in science, and 
Godfrey-Smith and others have put forward a meta-theoretical interpretation of the role of 
metaphysics, my claim is that philosophical modeling can be used within the sciences of the mind, and 
thus represent a contribution to the larger project of explanatory integration in cognitive science 
(Danks 2014; Miłkowski forth.).   

Scientific models can be concrete, mathematical, or computational (Weisberg 2013). 
Philosophical models have a propositional character that can either take a verbal or symbolic form, 
e.g. when characterizing the phenomenon by means of logical symbolism. In this sense, Russellian or 
Fregean theories of content are models that seek to describe the phenomenon of visual content. Such 
models may also be mutually inconsistent, as they provide different characterizations of the target 
phenomenon. However, they all lack explanatory power. This comes as no surprise, as philosophical 
models do not provide scientific explanations. Instead, these models are mere descriptions of the 
observable properties and their clustering of a target phenomenon; they do not provide a scientific 
explanation about why or in virtue of what the phenomenon occurs. In this sense, they 
are phenomenological models (Craver 2006; Frigg & Hartmann 2009; Hochstein 2013). 

Although phenomenological models are not explanatory, there is a widespread consensus that 
they nonetheless play an important role in science (Batterman 2002; Bogen 2005; Craver 2006; 
Hochstein 2013). I argue that philosophical theories of perceptual content—or MoPs (from 'Models of 
Perceptual content')—provide a preliminary decomposition of the target phenomenon. In this sense, 
philosophical theories of perceptual content may represent a complement to the methodology of data-
analysis in psychology (Haig 2014). Segmenting different, but closely interwoven phenomena, more 
specifically, can be achieved by means of the following sub-tasks: a. the identification of similarities 
among contents (color properties, form properties, visual objects, etc.); b. in identifying regularities in 
perceptual content (e.g. color and form properties as ‘dependent-properties’, Stumpf 1873; Gestalt 
laws, etc.); c. constraining possible theories of the underlying perceptual mechanisms (Bechtel & 
Richardson 2010). Since psychological phenomena are conceived as the explananda of scientific 
theories (Bogen & Woodward 1988; Feest forth.), the identification or at least a preliminary 
decomposition of the phenomena of visual perceptual experience can represent can pave the way to a 
fruitful interplay between thoroughly scientific and philosophical theories.   
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MoPs must conform a criterion of phenomenal adequacy, i.e. they must provide an adequate 
characterization of the phenomenon that they are about. As our scientific understanding of the 
phenomenon improves, MoPs may be revised or rejected. Scientific discoveries can show the 
inconsistency or implausibility of some models, thereby confirming some other models, or opening the 
logical space for new models. MoPs can also be put within a hierarchy or family—for example, the 
family of structural propositional MoPs—, and accordingly, some scientific achievements might, more 
realistically, lead to adjust or reject some specific models that belong to a broader family.  

The proposed interpretation does not aim at exhaustiveness in a twofold respect: firstly, 
philosophy of mind and perception is not exhaustively described by MoPs, some philosophical 
questions may eschew the model-building purpose; secondly, the positive role of MoPs in scientific 
research may actually turn out to be far richer than described above. The research project is meant as a 
contribution not only to the self-understanding of philosophical works in the philosophy of mind and 
cognitive science, but also strives to make philosophy “count” on the face of scientific advancements 
in our study of the mind.  
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Referential Intuitions are Still Problematic 
 
The seminal paper “Semantics, Cross-Cultural Style” by Machery, Mallon, Nichols and Stich (2004) – 
MMNS – has provoked a large and intense debate among philosophers about the role of referential 
intuitions in theory of reference. Martí (2009) put forward one of the most radical objections to 
MMNS’s experiment. Martí argued that the kind of metalinguistic intuitions tested by MMNS, i.e. 
referential intuitions, is evidentially irrelevant for individuating the correct theory of reference. 
MMNS’s experiment prompts participants to think about what a fictional speaker refers to with a 
proper name in a hypothetical scenario. However, philosophers of language are not interested in what 
people think about how proper names refer. Rather, they want to know how proper names refer. 

In order to respond to Martí’s objection and to maintain that referential intuitions are a reliable 
source of evidence for the theory of reference, Machery et al. (2009) – MOD – conducted an empirical 
research by testing truth-value judgments. MOD’s experiment aimed at showing that people’s 
referential intuitions are congruent with the way they use proper names. We will discuss a conceptual 
limitation of MOD’s experiment on truth-value judgments. Then, we will present the data of an 
empirical survey that shows that people’s truth-value judgments are not congruent with their use of 
proper names. We will explain why the results of our empirical research refute the conclusions of 
MOD’s experiment on truth-value judgments. Truth-value judgments do not prove what MOD take 
them to prove. We will conclude that referential intuitions are still problematic. 

MOD presented a hypothetical scenario in which Ivy, a fictional character, has been told that 
Tsu Ch’ung Chih was the man who first determined the precise time of the summer and winter 
solstices and this is the only thing Ivy has heard about Tsu Ch’ung Chih. However, Tsu Ch’ung Chih 
did not really make this discovery. He stole it from Ye Chan, an astronomer who died soon after 
making the discovery. The theft remained entirely undetected and Tsu Ch’ung Chih became famous 
for the discovery of the precise times of the solstices. MOD asked the participants to tell whether they 
think that Ivy’s claim, when she says “Tsu Ch’ung Chih was a great astronomer”, is true or false. 
   Let X be the man that Ivy was told to have discovered the solstice times and Y the astronomer 
who really made the discovery. Since the participants know from the vignette that Y and not X made 
the discovery of the solstice times, the participants, who respond “true” to MOD’s question task, 
understand Ivy to use the name “Tsu Ch’ung Chih” to refer to Y and not to X. MOD claim that asking 
people to assess the truth-value of a sentence relates, though it is not the same thing, to their 
willingness to assert it. MOD claim that typically if one says that someone else’s utterance is true, one 
is disposed to assert it oneself. Thus, in MOD’s view, if a participant answers “true”, this is evidence 
that the participant is disposed to assert “Tsu Ch’ung Chih was a great astronomer”. Given that the 
participant learns from the vignette that Y is the man who discovered the solstice times, this is 
evidence that the participant uses the name “Tsu Ch’ung Chih” to refer to Y. Since Y is the satisfier of 
the description “the man who discovered the solstice time”, this is evidence that the participant uses 
the name “Tsu Ch’ung Chih” according to the convention that its reference is determined by that 
description.  

MOD found out that about a third of participants chose the answer “true”. This result 
confirmed a substantial within-culture variation in truth-value judgments. MOD concluded that 
people’s referential intuitions are congruent with the way people use proper names and, therefore, 
referential intuitions are a reliable source of evidence in theory of reference. 

We will argue that the methodology of MOD’s experiment is flawed. We agree that the 
participants, who answer “true”, understand Ivy to refer to Y with the name “Tsu Ch’ung Chih” and 
are disposed to assert the proposition that Y is a great astronomer. The point is that these data give us 
no clue on whether the participants are disposed to use the name “Tsu Ch’ung Chih” to refer 
semantically to Y. The mere fact that a participant understands Ivy to have expressed a proposition 
about Y is not evidence that the participant is disposed to use the proper name “Tsu Ch’ung Chih” 
according to the semantic convention that the reference of “Tsu Ch’ung Chih” is determined by the 
description “the person who discovered the solstice times”. 

We will explain the conceptual design and present the data of an experiment in which a truth-
value judgment task similar to the one used in MOD’s experiment is followed first by a 
comprehension task and then by a forced-choice task. 
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TASK 1 (truth-value judgment) 
when Ivy says: “Tsu Ch’ung Chih was a great astronomer”, do you think that her claim is: 
(A) True 
(B) False 
TASK 2 (comprehension) 
If Ivy says to you: “Write Tsu Ch’ung Chih’s biography”, whose would you write the biography? 
(i) The person who really discovered the solstice times 
(ii) The person who stole the discovery 
TASK 3 (forced-choice) 
Suppose you wrote the biography and you sent it to the Editor for printing. Which title would you 
choose for the biography? 
(iii) “The biography of Tsu Ch’ung Chih” 
(iv) “The biography of Ye Chan” 
 
We used the task 1 in order to reproduce MOD’s experiment. The data we collected from task 1 
replicate the data of MOD’s experiment: 34,95% of participants chose the answer “true” and 65,05% 
chose the answer “false”. In order to investigate whether MOD are right that the answer “true” to the 
task 1 means that the participant is disposed to use the proper name “Tsu Ch’ung Chih” according to 
the convention that its reference is the satisfier of the description “the man who discovered the solstice 
times”, we added the task 2 and the task 3. The rationale behind the task 2 and the task 3 is the 
following. The task 2 drives the participant to hypothesize a concrete and not convoluted linguistic 
exchange with Ivy and tests how the participant understands Ivy’s use of the name “Tsu Ch’ung 
Chih”. The purpose of the task 3 is to check how the participant is disposed to use the name “Tsu 
Ch’ung Chih” independently from the hypothetical linguistic interaction with Ivy. We take it to be a 
safe assumption that the choice of the title of the biography results from the coincidence between (a) 
the participant’s general communicative intention of using the proper name that occurs in the title with 
its conventional meaning and (b) the participant’s specific communicative intention of referring to the 
man who is the subject of the biography. Therefore if, for instance, a participant chooses the title “The 
biography of Tsu Ch’ung Chih”, this is evidence that the participant uses the name “Tsu Ch’ung Chih” 
to refer semantically to the man who is the subject of the biography.  

If MOD were right that the answer “true” to task 1 is evidence that the participant is disposed 
to use the name “Tsu Ch’ung Chih” according to the convention that its reference is the satisfier of the 
description “the man who discovered the solstice times”, then we would expect the answer “true” to 
task 1 to be mainly followed by the combination of responses (i)/(iii). In fact, this would be evidence 
not only that the participant understands Ivy to refer to the man who discovered the solstice times with 
the name “Tsu Ch’ung Chih”, but also that the participant is disposed to use that name to refer 
semantically to him. The data collected in our experiment falsify this prediction. We found out that the 
answer “true” is mainly not followed by the combination of responses (i)/(iii). 
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De Jure Co-Reference: In Defence of Pointer Relations 

 

This paper offers an account of same-thinking. Same-thinking occurs whenever two thoughts concern 
the same referent. There are two different ways in which this can occur. First, there are cases in which 
co-reference is manifest to the subject. In such cases the thinker is warranted in trading on identity and 
thereby inferentially exploit the sameness of reference (c.f. Campbell 1987, 1994, 2002). Two 
thoughts that are related in this way are de jure co-referential. Second, there are cases in which two 
thoughts concern the same referent, but where the sameness of reference is not manifest to the subject. 
In such cases the subject is not warranted in trading on identity. Such thoughts are de facto co-
referential. This means that two pairs of thoughts that are referentially equivalent may nonetheless 
play different roles in cognition, depending on whether they are de jure or de facto co-referential. The 
question of how to account for the difference between de jure and de facto co-reference has been at the 
center of many debates within philosophy of language and mind since Frege (1892). The account of 
same-thinking I offer in this paper claims that the difference between de jure and de facto co-reference 
is to be understood in terms of a particular kind of irreducible relation – the pointer relation – that 
holds at the level of representational vehicles. 

We may distinguish between two classes of views about the difference between de jure and de facto 
co-reference: On the one hand, there are those who hold that the difference is to be accounted for in 
terms of intrinsic representational properties, i.e. properties that do not concern relations to other 
representations. I will call such views intrinsicalist views:  

Intrinsicalism: The difference between de jure co-reference and de facto co-reference is to be 
accounted for in terms of intrinsic representational properties.  

On the other hand, there are those who hold that same-thinking cannot be accounted for purely in 
terms of intrinsic representational features (c.f. Fine 2007, Heck 2012, Pinillos 2011). According to 
such views, the difference between de jure and de facto co-reference is essentially a matter of 
relational representational features. Whether or not two thoughts are de jure co-referential depends on 
how the thoughts are related, and such relations cannot be reduced to sameness or difference of 
intrinsic representational features. Such views are often labelled relationist views: 

Relationism: The difference between de jure co-reference and de facto co-reference is to be 
accounted for in terms of irreducible relational representational features.  

I will motivate a version of relationism by criticising a particular strand of intrinsicalist views, 
according to which same-thinking is to be accounted for in terms of co-location of information within 
mental files (c.f. Perry 1980, Recanati 2012). I argue that if we want to give a unified account of same-
thinking, such views collapse into relationism. I take this observation as an outset and suggest a new 
account of same-thinking.  

According to the mental file theorist, two pieces of information are de jure co-referential iff they are 
stored within the same mental file. If two pieces of information regard the same individual, but are 
stored in distinct files, the two pieces of information are de facto co-referential. I argue that the mental 
file theorist faces problems in accounting for de jure co-reference of relational predicates in this way. 
The case of relational predicates cannot be accounted for purely in terms of co-location of information 
within a single file, since relational predicates involve two (or more) distinct files. I consider two 
strategies available to the mental file theorist: 

The Duplication Strategy: The relational predicates are duplicated into all the relevant files. 
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Appealing to Pointer Relations: Introducing the notion of a pointer that relates information in one 
file to information in the other. 

I argue that the first option fails: The duplication strategy does not add anything of explanatory 
interest to the original picture. I then show that the remaining option for the mental file theorist is to 
postulate a further theoretical notion – the notion of a pointer relation – in addition to the notion of a 
file. Pointer relations account for how de jure co-reference may obtain between pieces of information 
across distinct files. I then argue that the explanation of de jure co-reference in terms of pointer 
relations can be generalized to cases of monadic predicates. Finally I argue that it is the notion of a 
pointer rather than the notion of a file that is of explanatory interests in the case of same-thinking. As a 
result we should abandon talk of mental files in favour of unified account of de jure co-reference in 
terms of pointer relations. The suggested view is a version of relationism. The pointer relations are 
what account for the difference between de jure and de facto co-reference and such pointer relations 
cannot be reduced to sameness of intrinsic representational features.  

The positive view has several virtues. Pointer relations hold at the level of representational vehicles 
rather than mental content, and appealing to pointers thus allows us to account for the Fregean data 
(c.f. Frege 1892) within a Millian/Russellian framework. The notion of a pointer is a minimal addition 
to the classical Millian/Russellian picture, but it is explanatorily powerful. Appealing to pointer 
relations gives us a straight-forward account of how de jure co-reference can fail to be transitive (c.f. 
Pinillos 2011). Since pointer relations do not hold in virtue of intrinsic representational features, there 
is no reason to think that de jure co-reference is limited to cases in which the intrinsic representational 
features are the same. The pointer picture thus provides a unified account of same-thinking without 
having to invoke a distinction between weak and strong de jure co-reference (c.f. Recanati 2016). I 
conclude that the suggested framework is preferable to the mental file framework since it allows us to 
give a unified account of same-thinking, and also that it is preferable to other versions of relationism 
(such as Fine’s (2007) semantic relationism) in that it is compatible with classical (i.e. non-relational) 
Millian/Russellianism.  
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The Development of Concepts of Mind and Mental States 
 
 An important issue underlying the question of how and when children come to have a concept 
of mind is what it even means to have a concept of this. Presupposing Peacocke’s (1992) epistemic 
theory of concepts, I argue that we need to distinguish between having a concept that other people 
have minds (concept-that) and having concepts of what kinds of mental states they have (concept-
what). Moreover, it is important to note that these two issues can come apart to the extent that it could 
be possible to understand that other people have minds while not understanding that they can have 
particular kinds of mental states (e.g. beliefs). This is especially apparent from the empirical literature 
on the false belief task, where children’s failure in the false belief task before the age of 4 is often 
taken to suggest that the children fail to understand that other people have (false) beliefs (lacking 
concept-what), but not that they fail to understand that other people have minds (not lacking concept-
that). Conversely, sensitivity to animacy may be a criterion for having a concept of mind (concept-
that), while not indicating concepts of particular mental states (concept-what). 
 This distinction between the concept-that and concept-what question is crucial for examining 
the empirical literature as well as evaluating theories of how we come to understand other minds. 
Posing the two distinct questions presents us with a framework in which to address the recent debate 
as to whether Interactionist Theories (IT) can be seen as a genuine alternative theory for how we come 
to understand other minds to the traditional Theory Theory (TT) and Simulation Theory (ST) 
accounts. IT criticises TT’s and ST’s focus on third person observation and the assumption that minds 
are hidden. Instead, IT argues for a direct experience of other minds and emphasises the importance of 
interaction. I argue that the crucial contribution of IT is with regards to the concept-that question, that 
is to say how we come to think of others as minded in the first place, which both ST and TT struggle 
to account for (see also Reddy, 2008). It is through interaction that we experience others as people and 
not as objects and it is in virtue of this that we come to think of them as minded beings. When it comes 
to the concept-what question, which is what is at issue in the false belief task literature, we must go 
beyond mere interaction. Comparing evidence of normally developing children and children with 
autism suggests, however, that the earlier understanding of concept-that through interaction facilitates 
the development of concept-what. The task, therefore, is to provide an account of how an initial 
interaction based understanding that other people have minds develops into the more complex 
appreciation of other people’s mental states, in particular beliefs. 
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