On spurious velocities in incompressible flow problems with interfaces
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Abstract

We show that a non-physical velocity may appear in the finite element calculation of incompressible two-phase flows subjected to an external local force. There are different sources responsible for this phenomenon: approximation of the incompressibility constraint, the interface, and the local external force. Furthermore, we demonstrate that this non-physical velocity does not vanish with the expected order of convergence. We evaluate different concepts and give recommendations for a proper handling of this phenomenon.
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1 Introduction

Spurious velocities in incompressible flow problems have been observed in a number of papers, see, e.g., [1–5]. A typical situation is the one-phase Stokes flow

$$-\Delta u + \nabla p = f, \quad \nabla \cdot u = 0, \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \Gamma_D,$$

under the influence of an external force. In case that $f$ is the gradient of a scalar potential, $f = \nabla \Phi$, the (up to an additive constant for the pressure) unique solution becomes $u = 0$, $p = \Phi$. This property is in general not preserved...
by a discretisation scheme, i.e., the discrete velocities do not vanish. For a general external force it can be observed that the 'gradient part' may also produce a velocity field which pollutes the physical flow. This may result in serious problems in coupled flow problems, e.g., for thermally driven flows described by the Boussinesq equation [1,3]. Since the effect can not be observed in a divergence free setting, an early proposal to overcome this difficulty was to enrich the pressure space in order to make the remaining velocity space closer to the divergence free subspace [1,2,6]. Nevertheless, in [3, Chapter 6] and [7] it has been shown that spurious velocities can appear in conforming as well as nonconforming finite element discretisations. An essential idea developed for a general external force is to calculate an approximate 'gradient part' and project it to the discrete pressure space [3,4]. For an extension and application of this idea which is related to the pressure separation in the Navier-Stokes equations, see also [8].

Local external forces appear in two-phase flows due to capillary forces at the interface of two immiscible fluids. In this case there are much more sources for producing spurious velocities: the approximation of the (unknown) interface, the approximation of the curvature in capillary forces, etc. In all these cases the dynamics depend strongly on the size of spurious velocities near the interface. In particular, unphysical movements of the interface could be generated by spurious velocities and could lead to a complete misinterpretation. Therefore, the main focus of this paper is to study the reasons for spurious velocities in incompressible flows with interfaces. Although our investigations are focused on finite element discretisations, the same phenomena can be observed in finite volume methods, e.g. see [5].

The paper is organised as follows. In Section 2 we formulate a two-phase flow problem in equilibrium state which will serve as a test case for spurious velocities. We will describe finite element discretisations on interface adapted and nonadapted meshes, respectively. Special focus will be given to different approaches for discretising the local external force. We also discuss the birth of spurious velocities. Section 3 is devoted to the approximation of discontinuous functions on adapted and nonadapted meshes in one space dimensions by discontinuous and continuous functions, respectively. In Section 4 we perform several numerical tests. We investigate two different inf-sup-stable finite element discretisations of second order on both adapted and nonadapted meshes. Next, we study the discretisation error of the approximated normal flux on the interface. For the best pair of finite elements on interface adapted meshes we finally evaluate the different discretisation approaches for the local external force. Based on the observed analytical and numerical results we give final conclusions.
2 Model problem and its discretisation

2.1 Problem description

We consider a two-dimensional stationary two-phase problem, that is, two immiscible liquids, occupying $\Omega_1$ and $\Omega_2$, are placed in a closed container $\Omega$. We assume that $\Omega_1$ is completely inside the liquid $\Omega_2$, such that $\Omega_1$ has no contact with the container boundaries. Furthermore, we neglect gravitational effects and assume that the system is in equilibrium. The simplest example of this type is given as follows: Let $\Omega = (-2, 2)^2 \subset \mathbb{R}^2$, the container boundary $\Gamma_D = \partial \Omega$, $\Omega_1$ be the circle with radius 1 around $(0, 0)$, the interface $\Gamma_F = \partial \Omega_1$, and $\Omega_2 := \Omega \setminus (\Omega_1 \cup \Gamma_F)$, as shown in Fig. 1. We consider the stationary incompressible two-phase Stokes equations

\[
- \text{div} \ T(u, p) = 0 \quad \text{in} \ \Omega_1 \cup \Omega_2, \\
\text{div} \ u = 0 \quad \text{in} \ \Omega_1 \cup \Omega_2, \\
u = 0 \quad \text{on} \ \Gamma_D, \\
[u] = 0 \quad \text{on} \ \Gamma_F, \\
t \cdot [T(u, p)]n = 0 \quad \text{on} \ \Gamma_F, \\
n \cdot [T(u, p)]n = \sigma K \quad \text{on} \ \Gamma_F, 
\]

(1)

where $u$ is the velocity, $p$ the pressure, $K$ the curvature of $\Gamma_F$ and $\sigma$ the coefficient of the interfacial tension. The outer unit normal vector on $\Gamma_F$ w.r.t. $\Omega_1$ is denoted by $n$. Let $t$ be the tangential unit vector on $\Gamma_F$ obtained by a counter-clockwise rotation of $\pi/2$ from $n$, as shown in Fig. 1. The stress tensor $T(u, p)$ in $\Omega_k$ is given by

\[ T(u, p) = -p \mathbb{I} + 2\mu_k \mathcal{D}(u), \quad k = 1, 2, \]

with the dynamic viscosity $\mu_k$ of the respective liquids, the unit tensor $\mathbb{I}$ and...
the velocity deformation tensor $\mathbb{D}(u)$ whose entries are defined by

$$
\mathbb{D}(u)_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), \quad i, j = 1, 2.
$$

In equations (1), $[\cdot]$ denotes the jump across the interface $\Gamma_F$. For a piecewise smooth function $w$, we define its jump $[w]$ by

$$
[w] := (w|_{\Omega_2})|_{\Gamma_F} - (w|_{\Omega_1})|_{\Gamma_F}.
$$

Since our primary interest is to study the influence of different discretisations on spurious velocity, we use $\sigma = \mu_1 = \mu_2 = 1$ in our calculations. Furthermore, the solution of (1) is analytically known to be

$$
u \equiv 0 \text{ in } \Omega, \quad p = \begin{cases} 
\pi/16 - 1 & \text{in } \Omega_1, \\
\pi/16 & \text{in } \Omega_2.
\end{cases}
$$

Here, we have used that $K = 1$ on $\Gamma_F$, the boundary of the unit circle.

Let $V := (H^1_0(\Omega))^2$ and $Q := L^2_0(\Omega)$ be the usual Sobolev spaces. The inner product in $L^2(\Omega)$, its vector-valued and tensor-valued versions is denoted by $(\cdot, \cdot)$, while the inner product in $L^2(\Gamma_F)$ and its vector-valued version is given by $\langle \cdot, \cdot \rangle$.

A weak formulation of problem (1) is obtained in the usual way. First, we multiply the partial differential equations by test functions $v \in V$ and $q \in Q$, respectively, and integrate over $\Omega$. Then, after integrating by parts over the subdomains $\Omega_1$ and $\Omega_2$ separately, we can incorporate the boundary conditions which are not of Dirichlet type. In particular, the stress tensor term becomes

$$
-(\text{div} \ T(u), v) = 2(\mathbb{D}(u), \mathbb{D}(v)) - (p, \text{div} v) - \langle v \cdot [\mathbb{T}(u)], n \rangle \\
= 2(\mathbb{D}(u), \mathbb{D}(v)) - (p, \text{div} v) - \langle \mathcal{K}, v \cdot n \rangle.
$$

Hence, a weak formulation of problem (1) is given by

Find $(u, p) \in V \times Q$ such that

$$
2(\mathbb{D}(u), \mathbb{D}(v)) - (p, \text{div} v) = \langle \mathcal{K}, v \cdot n \rangle \quad \forall v \in V, \\
(q, \text{div} u) = 0 \quad \forall q \in Q,
$$

which is a standard saddle-point problem.
2.2 Problem Discretisation

We mainly focus to study the effects of different triangulations, (i.e., whether the interface is resolved by the mesh or not), different finite element discretisations (in particular, continuous and discontinuous approximation of the pressure) and approximation of the curvature on spurious velocities.

To study the effects of the triangulation, we consider two families \( \{T_h^{(a)}\} \) and \( \{T_h^{(n)}\} \) of shape regular triangulations of \( \Omega \) into (possibly curved) quadrilaterals. The family \( \{T_h^{(a)}\} \) contains interface adapted meshes, i.e., the interface \( \Gamma_F \) is resolved by the mesh. The second family \( \{T_h^{(n)}\} \) consists of meshes of rectangles which are aligned to the co-ordinate axes. Hence, the interface \( \Gamma_F \) cannot be resolved by these triangulations. For both families, a typical representative is shown in Fig. 2.

![Fig. 2. Adapted (left) and non-adapted (right) meshes together with interface \( \Gamma_F \).](image)

Furthermore, to study the effects of different finite element discretisations, two different types of discretisations which differ in their pressure approximations will be considered on triangulations of both families \( \{T_h^{(a)}\} \) and \( \{T_h^{(n)}\} \). The Taylor-Hood element \( Q_2/Q_1 \) uses a continuous pressure approximation while the element \( Q_2/P_1^{\text{disc}} \) approximates the pressure by discontinuous functions. In both cases, the spaces which are used for approximating the velocity and the pressure are denoted by \( V_h \) and \( Q_h \), respectively. Note that both methods are conforming since we have \( V_h \subset V \) and \( Q_h \subset Q \). Furthermore, both discretisations fulfil the inf-sup stability condition, i.e., there exists a positive constant \( \beta \) independent of the discretisation parameter \( h \) such that

\[
\inf_{q_h \in Q_h} \sup_{v_h \in V_h} \frac{\langle \text{div } v_h, q_h \rangle}{\|v_h\|_1 \|q_h\|_0} \geq \beta
\]

holds true, see [9,10].
In the case of the interface adapted meshes from $\{T_h^{(a)}\}$, two ways of interface representations are considered. For the first one, we assume that the interface is given only by the straight sides of the quadrilaterals at the interface $\Gamma_F$, while the second approach uses a second order approximation of the interface by isoparametric elements in order to take care of the curved interface. Since both the linear and second order approximations of the interface $\Gamma_F$ are not smooth enough to calculate the curvature by an explicit formula, additional tools are needed to handle the curvature $K$.

To study the effects of different curvature handling techniques, we shall consider three approaches for the curvature term $\langle K, v \cdot n \rangle$ on the right-hand side of the first equation in (3). For the first one, we use the fact that the curvature $K$ on the interface $\Gamma_F$ of the unit circle is known to be 1.

However, in many practical applications, the interface position is not explicitly known, especially in instationary problems. Hence, the calculation of the exact curvature is not possible. Thus, we consider as a second approach the often used interpolated cubic spline to get an approximated curvature. The interpolated cubic spline is constructed from the discretised interface $\Gamma_F$. For the bilinear case, we just use the vertices on $\Gamma_F$, while for the isoparametric case, for each curved edge its midpoint which lies directly on $\Gamma_F$ is additionally taken into account.

A third way to get rid of calculating the curvature is to use the Laplace–Beltrami operator for the curvature and then apply the integration by parts to the Laplace–Beltrami operator over the interface $\Gamma_F$. This technique was introduced into the finite element context by Dziuk [11,12] and successfully applied, see e.g. [13,14]. We will describe this approach which is based on differential geometry in more detail. Let $U$ be an open set such that $\Gamma_F \subset U$. For a function $f : U \to \mathbb{R}$ we define its tangential derivative $\nabla f$ as

$$\nabla f := \nabla f - (n \cdot \nabla f)n.$$ 

By denoting $\delta_i f := (\nabla f)_i = \partial_i f - (n \cdot \nabla f)n_i$, $i = 1, \ldots, d$, the Laplace-Beltrami operator $\triangle$ applied to $f$ is given by

$$\triangle f := \sum_{i=1}^{d} \delta_i(\delta_if).$$

Note that both the tangential derivative and the Laplace-Beltrami operator need formally values of $f$ on $U$ and not only on $\Gamma_F$, but the results depend only on the restriction of $f$ to $\Gamma_F$. For vector-valued functions, the above definitions are applied component-wise. Since $\Gamma_F$ is closed, the integration by parts

$$\langle f, \triangle g \rangle = -\langle \nabla f, \nabla g \rangle$$
holds true on $\Gamma_F$ for $f \in C^2_0(U)$ and $g \in C^2(U)$, see [15]. Furthermore, we have
\[
\Delta \text{id}_{\Gamma_F} = K n
\]
where $\text{id}_{\Gamma_F} : \Gamma_F \to \Gamma_F$ is the identity mapping on $\Gamma_F$, see [15]. Hence, the curvature term $\langle K, v \cdot n \rangle$ can be replaced by $-(\nabla \text{id}_{\Gamma_F}, \nabla v)$. Note that in this approach, only first order derivatives are needed to handle the curvature term.

The line integrals which occur for all meshes and different types of discretisations and different handling of the boundary were evaluated by means of an 11-point Gaussian quadrature formula which is exact for polynomials up to order 21.

2.3 Birth of spurious velocities

Since the weak solution of (3) is $(u, p) = (0, p)$, the fluid is in rest. We would like to have a numerical method which preserves this property, i.e., $u_h = 0$ should hold.

Let us introduce the spaces $W$ and $W_h$ of divergence-free and discretely divergence-free functions, respectively:
\[
W = \{ v \in V : (q, \text{div} v) = 0 \quad \forall q \in Q \},
\]
\[
W_h = \{ v_h \in V_h : (q_h, \text{div} v_h) = 0 \quad \forall q_h \in Q_h \}.
\]
The problem (3) is equivalent to the following weak formulation in the space $W$ of divergence-free functions:

Find $u \in W$ such that
\[
2(\mathbb{D}(u), \mathbb{D}(v)) = 0 \quad \forall v \in W,
\]
since the boundary integral on the right-hand side vanishes due to the divergence theorem. Furthermore, the solution of this problem is $u = 0$ due to Korn’s inequality and the homogeneous boundary conditions. If $W_h \subset W$ would hold then the approximation of the curvature term is not needed and the discrete problem results in

Find $u_h \in W_h$ such that
\[
2(\mathbb{D}(u_h), \mathbb{D}(v_h)) = 0 \quad \forall v_h \in W_h
\]
with the solution $u_h = 0$. This is just what we wanted, namely $u = 0$ results in $u_h = 0$. However, in general it is expensive to construct divergence-free finite elements. For instance, one could choose the curl of $C^1$-elements.
Now we turn to the realistic situation in which $W_h \nsubseteq W$. After discretising (3) in $V_h \times Q_h$, our discrete problem reads:

Find $(u_h, p_h) \in V_h \times Q_h$ such that

$$2(\mathcal{D}(u_h), \mathcal{D}(v_h)) - (p_h, \text{div } v_h) = \langle \mathcal{K}_h, v_h \cdot n \rangle \quad \forall v_h \in V_h,$$

$$q_h, \text{div } u_h = 0 \quad \forall q_h \in Q_h.$$  

(4)

Here, the notation $\mathcal{K}_h$ has been used to indicate that the curvature term might be approximated in one of the ways described in Sec. 2.2.

In the case where the pressure solution $p$ from (3) is in the discrete pressure space $Q_h$ and the curvature term is exactly evaluated, we get by using $u \equiv 0$ and (3) with $v = u_h$

$$2\|\mathcal{D}(u_h)\|_0^2 = \langle \mathcal{K}_h, u_h \cdot n \rangle = \langle \mathcal{K}, u_h \cdot n \rangle = -(p, \text{div } u_h) = 0,$$

(5)

i.e., $u_h = 0$ holds true due to Korn’s inequality which is applicable since $V_h \subset V$. However, in general we have $p \not\in Q_h$ or approximations of the curvature term are used. Then, the discrete solution $u_h$ does not vanish identically, instead we have the error bound

$$|u_h|_1 \leq C \left( \inf_{q_h \in Q_h} \|p - q_h\|_0 + \sup_{v_h \in V_h} \frac{|\langle \mathcal{K}_h, v_h \cdot n \rangle - \langle \mathcal{K}, v_h \cdot n \rangle|}{|v_h|_1} \right),$$

(6)

where the second term is a consistency error introduced by the approximation of the curvature term. Thus, we see that the size of these spurious velocities depend on the approximation properties of both the pressure and the curvature term.

3 Approximation of discontinuous, piecewise smooth functions

For flow problems with interfaces, the pressure can exhibit jumps as it is the case in our test problem. In the following, we shall consider discontinuous approximations of functions which are only piecewise smooth on jump-adapted or jump-nonadapted meshes in one space dimension. The simplest example of a discontinuous, piecewise smooth function is $f : (-1, +1) \to \mathbb{R}$ given by $f(x) = \text{sign}(x)$.

3.1 Discontinuous approximations on non-adapted meshes

Let $P_0$ denote the space of piecewise constant functions on $(-1, 1)$. Let us assume that the jump of $f$ at $x = 0$ appears in the cell $I = (-a, b)$, $a, b > 0$. 
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Then, the best approximation $\varphi_h \in P_0$ of $f$ is given by

$$
\varphi_h(x) = \begin{cases} 
\frac{b - a}{a + b}, & x \in I, \\
\varphi_h(x) = f(x), & \text{otherwise}
\end{cases}
$$

Hence, the error estimate

$$
\inf_{g_h \in P_0} \| f - g_h \|_0 = \| f - \varphi_h \|_0 = \sqrt{\frac{4ab}{a + b}},
$$

is obtained. Since $h = a + b$, $a, b = \mathcal{O}(h)$ we have at least

$$
\inf_{g_h \in P_0} \| f - g_h \|_0 = \mathcal{O}(\sqrt{h}).
$$

Moreover, from (7) we see that in order to recover the optimal first order approximation for smooth functions, we have to resolve the jump by the mesh such that the shortest distance from the jump to a node of the mesh is of order 2, shortly

$$
\min(a, b) = \mathcal{O}(h^2).
$$

Let us consider now the space $P^\text{disc}_1$ of discontinuous, piecewise linear functions. The jump of $f$ at $x = 0$ is assumed again to appear in the cell $I = (-a, b)$, $a, b > 0$. Now, the best approximation $\varphi_h \in P^\text{disc}_1$ of $f$ is given by

$$
\varphi_h(x) = \begin{cases} 
\frac{12abx + (b - a)(a^2 - 4ab + b^2)}{(a + b)^3}, & x \in I, \\
\varphi_h(x) = f(x), & \text{otherwise}
\end{cases}
$$

which results in

$$
\inf_{g_h \in P^\text{disc}_1} \| f - g_h \|_0 = \| f - \varphi_h \|_0 = \sqrt{\frac{4ab(a^2 - ab + b^2)}{(a + b)^3}},
$$

Again, we get at least

$$
\inf_{g_h \in P_1} \| f - g_h \|_0 = \mathcal{O}(\sqrt{h}).
$$

Now, in order to recover the optimal second order approximation for smooth functions, see from (8) that we have to resolve the jump by the mesh much more accurate, namely

$$
\min(a, b) = \mathcal{O}(h^4).
$$

### 3.2 Continuous approximations on adapted and non-adapted meshes

In this section, we study the approximation of discontinuous functions by means of continuous functions. Let us first consider the case of a mesh which
is not adapted to the jump of the function which should be approximated. Since the space $P_1^{\text{con}}$ of continuous, piecewise linear functions is a subspace of the space $P_1^{\text{disc}}$ of discontinuous, piecewise linear functions we have

$$\inf_{g_h \in P_1^{\text{con}}} \| f - g_h \|_0 \geq \inf_{g_h \in P_1^{\text{disc}}} \| f - g_h \|_0 = \sqrt{\frac{4ab(a^2 - ab + b^2)}{(a + b)^3}}.$$ 

Hence, we conclude that for getting the optimal second order approximation we have to resolve the jump by the mesh such that the shortest distance from the jump to a node of the mesh is of order 4, shortly

$$\min(a, b) = O(h^4).$$

Now assume that a mesh node coincides with the position of the jump at $x = 0$. Let the two neighbouring elements be $(-a, 0)$ and $(0, b)$. Furthermore, we set $I = (-a, b)$. A short calculation gives

$$\inf_{g_h \in P_1^{\text{con}}} \| f - g_h \|_0 \geq \inf_{g_h \in P_1^{\text{con}}} \| f - g_h \|_{0,I} = \sqrt{\frac{ab}{a + b}} = O(\sqrt{h})$$

with the best local approximation

$$\varphi_h \mid_{I}(x) = \begin{cases} 
\frac{3bx}{a(a + b)} + \frac{b - a}{a + b} & \text{if } x < 0, \\
\frac{3ax}{b(a + b)} + \frac{b - a}{a + b} & \text{if } x > 0.
\end{cases}$$

This is even worse, showing that one should definitely avoid continuous approximations for discontinuous, piecewise smooth functions also in the case that the discontinuities are resolved by the mesh.

4 Numerical studies

4.1 Influence of the discretisation on spurious velocity

In this section, we will compare the numerically computed solutions for velocity and pressure of the different discretisations on the different meshes which are described in Section 2.2. We consider four cases

case 0 : isoparametric $Q_2/P_1^{\text{disc}}$ on adapted meshes with given curvature,
case 1 : isoparametric $Q_2/Q_1$ on adapted meshes with given curvature,
case 2 : $Q_2/Q_1$ on non-adapted meshes with given curvature,
case 3 : $Q_2/P_1^{\text{disc}}$ on non-adapted meshes with given curvature
in our computations. The computational meshes are obtained by successively refining initial coarse meshes. The meshes generated after two refinement steps are shown in Fig. 2. Note that for the family \( \{ T_h^{(a)} \} \) of interface adapted meshes, the interface \( \Gamma_F \) is taken into account during refinement by putting the newly generated midpoints of interface edges directly on \( \Gamma_F \) instead of putting them just on the straight edge.

Computations were performed up to level 7. The discretisations were solved by using the multiple discretisation multi-level solver, see [16]. For refinement level 4–7, the number of degrees of freedom for all four cases are given in Tables 1 and 2. The computations were carried out with the code MooNMD, see [17].

Table 1
Degrees of freedom for velocity and pressure in case 0 and 1.

<table>
<thead>
<tr>
<th>level</th>
<th>velocity</th>
<th>pressure</th>
<th>total</th>
<th>velocity</th>
<th>pressure</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>18 562</td>
<td>6 912</td>
<td>25 474</td>
<td>18 562</td>
<td>2 337</td>
<td>20 899</td>
</tr>
<tr>
<td>5</td>
<td>73 986</td>
<td>27 648</td>
<td>101 634</td>
<td>73 986</td>
<td>9 281</td>
<td>83 267</td>
</tr>
<tr>
<td>6</td>
<td>295 426</td>
<td>110 592</td>
<td>406 018</td>
<td>295 426</td>
<td>36 993</td>
<td>332 419</td>
</tr>
<tr>
<td>7</td>
<td>1 180 674</td>
<td>442 368</td>
<td>1 623 042</td>
<td>1 180 674</td>
<td>147 713</td>
<td>1 328 387</td>
</tr>
</tbody>
</table>

Table 2
Degrees of freedom for velocity and pressure in case 2 and 3.

<table>
<thead>
<tr>
<th>level</th>
<th>velocity</th>
<th>pressure</th>
<th>total</th>
<th>velocity</th>
<th>pressure</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>18 818</td>
<td>2 401</td>
<td>21 219</td>
<td>18 818</td>
<td>6 912</td>
<td>25 730</td>
</tr>
<tr>
<td>5</td>
<td>74 498</td>
<td>9 409</td>
<td>83 907</td>
<td>74 498</td>
<td>27 648</td>
<td>102 146</td>
</tr>
<tr>
<td>6</td>
<td>296 450</td>
<td>37 249</td>
<td>333 699</td>
<td>296 450</td>
<td>110 592</td>
<td>407 042</td>
</tr>
<tr>
<td>7</td>
<td>1 182 722</td>
<td>148 225</td>
<td>1 330 947</td>
<td>1 182 722</td>
<td>442 368</td>
<td>1 625 090</td>
</tr>
</tbody>
</table>

The modulus of the spurious velocity and the pressure for case 1 are shown in Fig. 3. The arrows in the left pictures indicate the direction of the spurious velocity only while the colour corresponds to its magnitude. Furthermore, we see from Fig. 3 that the pressure is piecewise constant in regions away from \( \Gamma_F \). Fig. 4 shows the spurious velocities for case 2 and 3. The pressure pictures are not shown since the behaviour of the pressure in the cases 2 and 3 is very similar to the case 1. In the cases 1–3, the spurious velocities occur only near the interface region, see Fig. 3 and 4. Even in case 1 where the interface is resolved by the mesh, spurious velocities occur due to the continuous pressure.
approximation which is not capable to catch the pressure jump on the interface $\Gamma_F$, see Fig. 3. The results for the case 0 are not presented here since the velocity is numerically zero for this case, i.e., no spurious velocities are generated.

Fig. 3. Spurious velocity (left) and pressure (right) in case 1.

Fig. 4. Spurious velocities in case 2 (left) and case 3 (right).

The velocity error in the $L^2$-norm and the obtained order of convergence for the cases 1–3 are presented in Fig. 5. The velocity error in the $H^1$-semi norm together with the corresponding convergence order is shown in Fig. 6. Furthermore, Fig. 7 gives the pressure error in the $L^2$-norm and the associated order of convergence. The velocity errors in the cases 1 and 2 (continuous pressure approximation) are slightly larger in comparison to case 3 (discontinuous pressure approximation on non-adapted meshes). An interesting observation is that the velocity error in case 1 (interface is resolved) is not better than in the cases 2 and 3. Among these three considered cases, the velocity error in case 3 (discontinuous pressure approximation on non-adapted meshes) is considerably small. But among all considered cases, the case 0 gives the best
result which is almost exact. Since the curvature term is handle exactly here, the only source for a velocity error is the approximation property of the pressure space, compare (6). In the previous section we have shown that the error for the best approximation of discontinuous functions is of order $O(\sqrt{h})$ in the cases 1–3. Using (6), this gives also a convergence order of $1/2$ in the $H^1$-semi norm for the velocity. This is confirmed by our numerical results, see the right picture in Fig. 6.

Fig. 5. Velocity error in $L^2$-norm (left) and rate of convergence (right).

Fig. 6. Velocity error in $H^1$-semi norm (left) and convergence order (right).

4.2 Normal flux at the interface

Applying the divergence theorem to the domain $\Omega_1$, we get from the incompressibility constraint in equation (1) a zero normal flux on the interface $\Gamma_F$. In order to check this condition also for the obtained discrete velocities, we calculate the discrete normal fluxes for all four considered cases. Since there
4.3 Influence of curvature handling techniques on spurious velocity for non-isoparametric and isoparametric elements

For the considered problem, the discontinuous pressure approximation on interface adapted meshes gives the best results. Now, we want to study the influence of the boundary representation. To this end, we consider bilinear (non-isoparametric) and the isoparametric reference mappings. The corresponding
discretisations are denoted by $Q_2/P_1^{\text{disc}}$ and $iso - Q_2/P_1^{\text{disc}}$.

To study the influence of the curvature approximation on both the bilinear and isoparametric discretisations, we consider the following three variants

$\text{var 0 : given curvature } \kappa = 1$

$\text{var 1 : calculating the curvature from the interpolated cubic splines}$

$\text{var 2 : integration by parts of the Laplace–Beltrami operator}$

which are described in Sec. 2.2. As discussed earlier, the velocity error for both the bilinear and isoparametric cases of variant 0 is numerically zero and hence not presented here. The velocity error in the $L^2$-norm and the associated order of convergence for the variants 1 and 2 for both the bilinear and isoparametric cases are presented in Fig. 9. The velocity error in the $H^1$-semi norm and the obtained order of convergence are presented in Fig. 10. For

Fig. 9. Velocity error in $L^2$-norm (left) and convergence order (right) on adapted meshes for non-isoparametric and isoparametric elements.

the bilinear case, variant 2 (integration of parts in Laplace–Beltrami operator) gives in comparison with variant 1 (interpolated cubic spline) much larger velocity errors in both the $L^2$-norm and the $H^1$-semi norm, see left pictures in Fig. 9 and 10. Furthermore, the convergence orders for variant 2 are always 2 smaller than the orders for variant 1, see right pictures in Fig. 9 and 10. In the $H^1$-semi norm, the convergence order reduces to $1/2$, see Fig. 10. The only reason for this bad behaviour is the poor approximation of the curvature term since the pressure approximation is sufficiently good, see (6). However, for the isoparametric case the velocity errors in the variants 1 and 2 are similar and the convergence orders are same for both the variants. These numerical results indicate that any of the considered variants can be used for the isoparametric case but for the non-isoparametric case the variant 2 which is based on the interpolated cubic spline should be preferred.
Fig. 10. Velocity error in $H^1$-semi norm (left) and convergence order (right) on adapted meshes for non-isoparametric and isoparametric elements.

5 Conclusions

The solutions of two-phase flow problems exhibit in general reduced regularity properties across the interface. This may lead to a reduction of convergence order when the mesh does not resolves the interface. That this really happens has been demonstrated in the one-dimensional case analytically by studying the best approximation of a discontinuous function in $L^2$. In the two-dimensional case we see this reduction effect numerically for a two-phase model problem. Moreover, we have shown that for continuous, piecewise linear pressure approximations the interface resolution by the mesh is not sufficient to get the expected convergence orders. Discontinuous, piecewise linear pressure approximations on interface adapted meshes behave much better, they show the expected convergence order: in our model problem the error is practically zero. If the interface is not sufficiently resolved by the mesh then the convergence order of discontinuous, piecewise linear approximations reduces from two to one-half.

Since our discrete solutions are only discretely divergence free but not divergence free, spurious velocities are observed which are mainly concentrated in the neighbourhood of the interface. This leads to a non-zero flux at the interface although our test example has zero flux along the interface. Note that the precise calculation of the velocity field close to the interface is extremely important in moving free boundary problems. Indeed, in the ALE-(Arbitrary Lagrangian-Eulerian) approach the position of the free boundary at the next time step is determined from the kinematic condition that the normal velocity of the boundary is equal to the normal component of the fluid velocity. When using a level set method, the movement of the level set function depends strongly on the approximated velocity field. Thus, spurious velocities should be as small as possible.
For suppressing spurious velocities caused by the discretisation of local external forces two aspects are important: the accurate approximation of the curvature and the free boundary. For a given external force (curvature $K = 1$) we practically do not observe any error independent of taking non-isoparametric or isoparametric finite elements. However, in practise one has to find the external forces as parts of the problem. Then, the calculation of the curvature from a cubic spline approximation of the free boundary works well in both the non-isoparametric and isoparametric case. However, the Laplace-Beltrami approach requires the use of isoparametric finite elements to avoid a drastic reduction of the convergence order.

Summarising, in two-phase flows we recommend to use discontinuous pressure approximations and isoparametric finite elements of higher (at least second) order to approximate the interface. In the two-dimensional case, the handling of the curvature seems to be a matter of taste because the cubic spline approximation of the free boundary requires only the solution of a tridiagonal system of linear equations. However, in the three-dimensional case, the introduction of the Laplace-Beltrami operator could be advantageous.
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