What is Typical ?

HERMANN THORISSON
UNIVERSITY OF ICELAND

JOINT WORK WITH GUNTER LAST

POINT PROCESSES AND RANDOM GEOMETRY
BOCHUM, OCTOBER 8, 2013



Let G be a compact second countable topological
group equipped with the Borel o-algebra G.

For a measure y on (G,G) and a set C' € G such
that p(C) > 0, define u(-| C) by

pA ] C) = (AN C)/u(C), Aeg.

For t € G, define tu by tu(A) = u(t™*A), Aeg.

Let A # 0 be a left-invariant Haar measure. Since
(G is compact, A is finite and also right-invariant.

Let (), F,P) be the probability space supporting
all random elements on this talk.



Let X be a random element in a space on which G
acts, for instance X = (X,);cq and tX = (X, 1,)seq-

Call X stationary if tX 2 X for each t € G.

Call S a typical location in G if P(S € -) = A(- | G).
And typical location for X if P(S € -| X) = A(- | G).

Theorem 1: If S is a typical location for X,
then S~!'X is stationary.

Proof: If S is a typical location for X then so is
St~! for each t € G. Thus (St~1)"1X £ §-1X.
But (St~1)"1X = #(S~1X). Thus t(S~1X) 2 $-1X.
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And typical location for X if P(S € -| X) = A(- | G).
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Call S a typical location in G if P(S € -) = \(- | G).
And typical location for X if P(S € -| X) = A(- | G).

Say the origin is at a typical location for X
if 71X 2 X where S is a typical location for X.

Theorem 2: The origin is at a typical location for X
if and only if X is stationary.

Proof: Let S be typical location for X. If S~ X 2 X
then X is stationary since S™'X is stationary.

Conversely, if X is stationary then S~ X 2 X follows
from stationarity and the independence of S and X.



Now let £ be a nontrivial random measure on G.
Call ¢ stationary if t€ D ¢ for all t € G.

For t € G put t(X, &) = (tX, t£).
Call (X, &) stationary if (X, &) 2 (X,¢&) forallt € G.



Call S a typical location in the mass of £ if
P(Se- 1§ =¢(0-]G)

and say that the origin is at a typical location in
the mass of ¢ if also

S

D

£.

Call S a typical location for X in the mass of ¢ if
P(Se | X,§)=¢(1G)

and say that the origin is at a typical location for
X in the mass of £ if also

STHX,€) 2 (X, €).



The origin is at a typical location for X in the mass
of ¢ if and only if the same holds on certain sets
placed uniformly at random around the origin:

Theorem 3: The origin is at a typical location for
X in the mass of ¢ if and only if for all A-continuity

sets C' € G, A\(C) > 0,
(VaY(X,6),UcVe) 2 ((X,€),Ue)

where Uy and V- are such that
(i) P(Uce-[X,§)=A(-]C)
(i) P(Vo € - | X,€,U0) =&(- | UZ'C),
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Proof of the only-if claim: Assume that the origin is
at a typical location for X in the mass of £. Fix the
set (' and a measurable f > 0. We must prove that

E[f(VC_1<X7 €>7 UCVC>] — E[f(<X7 g)a UC)} (*)

Use (1) P(Ug €| X, §) = A(- ] C)
(i1) P(Ve € | X,&,Uc) =¢£(- | Ug'C)
to take the first step towards establishing (*):
Blf (Ve (X,€),UcVe))
§(dv) Aldu)

— E[ / / Lueeylpeutep (07 (X0 6. w0) e 55T
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Take S such that PSe | X, & =¢(]G).
Then S X, € ) (X, €) which yields the second step

E[//l{ueC}l{veulc}f(U1<X7 £), w) g(ifdf()n )\)\((Cg)]

:EU/ HueopL e (oS H(X €) uw) < gf (iifé) id(?fl
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Rewriting yields the third step:

E [//1{u60}1{06u1C}f(v_1S_1<X7 ‘f)) UU)

S™¢(dv) (dU)]
S~ (u™IC) A(C)

- [ / / LeeyLs toewteyf ((S70) 171X, €), uS ™)

&(dv) )\(du)]
S~1E(u=1C) NCO)
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Nowuse P(S € - | X,&) =&(- | G) for the fourth step:

E [ [ [ tucartis e ey (570X, €),uS o)

§(dv) A(dU)]
S—1E(u—10) M(C)

= E[/// Liuect L tpeatoyf (071X, €), us™'v)

§(dv) A(dU)i(dS>]
sTE(uC) M) €(G)
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Make variable substitution r = us™v (u = rv~1s)

and use right-invariance of X to take for the fifth step:

[/// Lueoy s tveu- 10}f( X, 6, us” v)

§(dv) (U)€<d8>]
sTE(um10) AC) £(G)

[/// Lo tser 1oy Lpecy f (01X, ), 7)

§(dv) A(dr)ﬁ(d@]
vTE(rIO) AC) €(G)
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Rewrite to take the sixth step:

E[/// L tsertoylrecy f (071X, E), 7

)
§(dv) — Aldr)¢ (dS)]
v (rTIO) A(C) €(G)

[/// ety precyf (v (X, €),7)

§(d ) A(dT)vlﬁ(d@]
v (rTIO) AC) €(G)

)
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Use P(Se-| X&) =¢&(-| G) for the seventh step:

[/// eyl precyf (v (X, €),7)

&(dv) A<dr>vls<ds>]
v IO AC) (G

— E[// 1{s€r_10}1{TEC}f(S_1(X7 §),7“)

S—1¢(ds) )\(dr)]
S—E(r=1C) M C)
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Now, use S~1(X, ) £ (X, €) for the eighth step:

. [ / / Liserteylrecyf (S7H(X, €),7)

S—1¢(ds) )\(dr)]
STE(r=10) AM(C)

_ E[ / / eyl ey F((X, €>7T>gfﬁfgz> AA((@]
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Rewrite to take the ninth and tenth step:

o [ et gl

e ooin st

_ Adr
—E / Liecy f((X,€),7) )\((C;]
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Finally, use (1) P(Ugs € - | X,€) = A(- | C) for the eleventh
step:

E[/l{TEC}f((Xa §),r) i\\({g; =E[f((X,¢).Uc)].

that is, (x) holds:
E[f(VC_1<X7€>7UCVC>] :E[f((X7£>7UC)} (*)
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We have just established the following theorem.

Theorem 3: The origin is at a typical location for
X in the mass of ¢ if and only if for all A-continuity

sets C'€ G, \(C') > 0,

(V51<X7 5)7 UCVC> 2 <(X7 5)7 UC)
where Uy and Vi are such that
(i) PUc€-[X, &) =A]C)
(it) P(Vo € - | X,&,Uc) =&(- | UG'0).
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Now let G be only locally compact.
Then X\ and ¢ are only o-finite
so the previous typicality definitions do not work.

Definition 1: Say that the origin is at a typical
location for X in the mass of ¢ if for all relatively
compact A-continuity sets C' € G with \(C) > 0,

(VCTl(Xa f)a UCVO) 2 <(X, f), Uc)

where U~ and Vo are such that
(i) P(Uce-[X,8)=A(-]C)
(i) P(Vo € - | X,€,U0) =&(- | UZ'C),
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Definition 1: Say that the origin is at a typical
location for X in the mass of ¢ if for all relatively
compact \-continuity sets C' € G with A\(C) > 0,

(VZ(X,6),UoVe) 2 ((X,6),Uc) ()
where (i) P(Us € - | X, &) =A(-| C)
(i) P(Ve € - | X,&,Uc) = &(- | U5'0).

The condition (%) is exactly the property used in
Last and Thorisson (Ann. Probab. 2009) to define
mass-stationarity : (X, ) is called mass-stationary
if the origin is a typical location for X in the mass
of £ in the sense of Definition 1.

23



Recall that we are now only
assuming that G is locally compact.

Theorem: (X, )\) is mass-stationary
if and only if
X 1s stationary

Thus mass-stationarity is a generalization of the
concept of stationarity.
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Recall that we are now only
assuming that G is locally compact.

Theorem: (X, )\) is mass-stationary
if and only if
X 1s stationary

Thus mass-stationarity is a generalization of the
concept of stationarity. In general:

Theorem: (X,¢) is mass-stationary
if and only if
(X, &) is the Palm version of a stationary (Y, n)
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Recall that a pair (X, ¢) is called a Palm version of
a stationary pair (Y,n) if for all measurable f > 0
and all compact A € G with A\(A) > 0,

BA(X.O1=E[ [ £ (vV.n)n(an] /34

In this definition (X, £) and (Y, n) are allowed to have
distributions that are only o-finite and not necess-
arily probability measures.

The distribution of (X, ¢) is finite ifand onlyif n has
finite intensity, that is, if and only if E[n(A)] < oo
for compact A. In this case the distribution of
(X, &) can be normalized to a probability measure.
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