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A typical problem in enumerative combinatorics is to count the size of a set depending upon a positive integer $q$. Often the result is a polynomial in $q$ (e.g., the chromatic polynomial of a graph), and sometimes a quasi-polynomial. Generally speaking, a quasi-polynomial is a generalization of polynomials, of which the coefficients may not come from a ring but instead are periodic functions with integral periods. Another way to think of a quasi-polynomial is that it is made of a bunch of polynomials, called the constituents.

This lecture series aims at introducing the concept of characteristic quasi-polynomials of integral hyperplane arrangements due to Kamiya-Takemura-Terao [9], and exploring the related areas. In the simplest setting, when a finite set $\mathcal{A}$ of vectors in $\mathbb{Z}^\ell$ is given, we may naturally associate to it the integral hyperplane arrangement $\mathcal{A}(\mathbb{R})$ in the real vector space $\mathbb{R}^\ell$. We may also consider its “$q$-reduction” for any positive integer $q$ and get the arrangement $\mathcal{A}(\mathbb{Z}_q)$ of subgroups in the finite cyclic group $\mathbb{Z}_q^\ell$. The central result in the theory states that the cardinality of the complement of $\mathcal{A}(\mathbb{Z}_q)$ is actually a quasi-polynomial in $q$. This is called the characteristic quasi-polynomial $\chi_{\mathcal{A}}^{\text{quasi}}(q)$ of $\mathcal{A}$ as a result of the fact that its first constituent agrees with the characteristic polynomial of $\mathcal{A}(\mathbb{R})$ (e.g., [4, 2, 9]).

The lecture series consists of three main parts:

1. **The constituents and arrangements over abelian groups.** Apart from the first, can the other constituents be regarded as the “characteristic polynomials” of some arrangements? The set $\mathcal{A}$ also defines the toric arrangement $\mathcal{A}(\mathbb{S}^1)$ in the torus $(\mathbb{S}^1)^\ell$, which currently receives increasing attention (e.g., [6, 12, 5, 3, 7]). Can we build a general framework to study the arrangements and their characteristic (quasi-)polynomials en masse, rather than individually? We will answer these questions in this part and show that interestingly, the results are closely related [14, 11].

2. **Connection to Ehrhart theory and root systems.** One of the methods used in [9] for showing that $\chi_{\mathcal{A}}^{\text{quasi}}(q)$ is indeed a quasi-polynomial is to write it as a sum of the Ehrhart quasi-polynomials of rational polytopes. Such an expression is certainly interesting because many results in the Ehrhart theory can be applied to further develop the theory of characteristic quasi-polynomials. One would hope for a more explicit expression if the set $\mathcal{A}$ was chosen to be a more special vector configuration. A particularly well-behaved class of the hyperplane arrangements is that of Weyl arrangements arising from root systems. We will introduce a new class of Weyl subarrangements, called (Worpitzky-)compatibility, and show that the characteristic quasi-polynomial of a compatible arrangement can be written
in terms of the Ehrhart quasi-polynomial of the fundamental alcove, through the action of shift operator by an Eulerian polynomial. Notably, the class of compatible sets contains the coconvex subsets hence contains the ideals of the root system [1]. In particular, when the root system is of type $A$, the compatible graphic arrangements are characterized by cocomparability graphs [13].

3. Period collapse. Determining the minimum period of a quasi-polynomial is in general a challenging problem. The most popular candidate for period of the Ehrhart quasi-polynomials is the denominator period, while that of the characteristic quasi-polynomial is the LCM period [9, 10]. Stemming from the concept of period collapse in Ehrhart theory, we say that period collapse occurs in a characteristic quasi-polynomial when the minimum period is strictly less than the LCM period. We show that in the non-central case, with respect to period collapse anything is possible: period collapse occurs in any dimension $\geq 1$, occurs for any LCM period $\geq 2$, and the minimum period can take arbitrary value when it is not the LCM period [8]. The question of whether period collapse happens in the central case remains open to us.
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