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1 Fault-tolerant systems
The fault-tolerant control of technical systems is an impor-
tant means for avoiding safety-critical situations and for
reducing machine and plant malfunctions due to faults.
Active fault tolerance is created by extending the execu-
tion layer consisting of the plant P and the controller C∗

by a monitoring layer, in which a diagnostic unit D is
responsible for detecting and identifying faults and a re-
configuration unit R adapts the nominal controller to the
fault situation [1].
One feature of a fault-tolerant system should be its ca-

pability to perform its nominal task even if components
have failed partially or completely. In systems that are
composed of coupled subsystems, the complexity of the
fault scenarios increase with the number of components,
but simultaneously the freedom in selecting counteractive
measures is enhanced by the communication network.

2 Flexible task assignment
This project is motivated by the observation that in many
applications networked control systems have to exhibit a
certain kind of cooperative behavior [2]. Power plants
jointly cover the energy requirements of a city, trucks drive
together in a convoy and tugboats manoeuvre together
large oil transporters in ports. Usually, the common be-
havior of the overall system cannot be evaluated by a single
subsystem, making direct control of this variable challeng-
ing. Instead, the idea of this project is to decompose the
cooperative task into suitable subtasks that are then as-
signed to each subsystem.
In the context of fault-tolerant control, cooperative tasks

allow to achieve fault tolerance by redistributing subtasks
after the occurrence of a fault. The monitoring layer does
not restore the functionality of the faulty subsystem, but
ensures the accomplishment of the cooperative behavior
by assigning new subtasks to the subsystems [2], [3]. This
new method for achieving fault tolerance in networked sys-
tems significantly distinguishes from the conventional ap-
proach in the literature. This more holistic approach is
motivated by several reasons:

• The utilization of the methods for fault-tolerant con-
trol proposed in literature requires that any faulty
subsystem has redundant components to compensate
local faults. However, many applications shows that
redundancy is more likely to occur within the other
healthy subsystems.

Figure 1: Example for cooperatively acting systems.

• It seems unreasonable to use the faulty but reconfig-
ured subsystem as long as the reason that caused the
fault is present, even if the nominal performance is
initially restored by a suitable redesign of the control
system.

• A redistribution of tasks is more intuitive compared
to an adjustment of the controller, because the task
has a direct relation to the application and, hence
the redistribution process is understandable for the
operators.

3 Transportation system
Figure 1 shows a part of a transportation system that is
used to illustrate cooperatively acting systems. The linear
actuators have the cooperative task to steer the ball along
some prescribed trajectory. The control problem requires
to find the specific motion for each of the linear actuators
that pushes the ball from the left to the right. Thereby
it must be considered that the actuators can perform the
required behavior. Particularly in the fault case, the ac-
tuators have very limited capabilities.

4 Contribution of this project
The aim of this project is to develop a method for the co-
operative control of networked systems in which fault tol-
erance is achieved by redistributing subtasks from faulty
to non-faulty subsystems. The cooperative task refers to
a performance output

yp(t) = Q(σ(t)) ·
[
y1(t) y2(t) · · · yN (t)

]T (1)

in which the matrix Q(σ) depends on a switching state
σ(t). The cooperative task of all subsystems is to steer
yp(t) along a prescribed reference y∗

p(t): yp(t) = y∗
p(t).
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Figure 2: Task assignment in networked systems: The coordination unit decomposes the cooperative task into partial
subtasks ỹ∗

i , which are used by the reconfiguration units Ri to provide the local controller with a reference y∗
i (t).

The control problem is to find control signals u1(t),
u2(t), . . . , uN (t) that steer the output of the subsystems
y1(t), y2(t), . . . , yN (t) in a way such that the performance
output (1) follows the reference y∗

p(t). This project pro-
poses a two-stage process to solve that control problem:

1. Task assignment: The reference y∗
p(t) is decom-

posed into suitable local references y∗
1(t), y∗

2(t), . . . ,
y∗

N (t) considering the switching character of the over-
all system.

2. Trajectory tracking: Based on the local references
y∗

1(t), y∗
2(t), . . . , y∗

N (t), networked controllers C∗
1 , C∗

2 ,
. . . , C∗

N are designed [4] that generate control signals
u∗

1(t), u∗
2(t), . . . , u∗

N (t) that steer each output along
the corresponding reference.

Fault-tolerant control problem: Given the ref-
erence performance output y∗

p(t), find suitable refer-
ence trajectories y∗

i (t) for all i = 1, 2, . . . , N that en-
sure the fulfillment of the cooperative task yp(t) =
y∗

p(t), even in the case of faults.

The specific structure used in this chapter to solve the
fault-tolerant control problem is shown in Fig. 2, which
is basically a combination of the general fault-tolerant
control loop and networked control systems. A coordina-
tion unit divides the common task into suitable subtasks.
Thereby it is considered that the subsystems are subject
to certain restrictions and, hence, cannot fulfil arbitrary
subtasks. In particular, faulty subsystems can fulfil tasks
only to a limited extent. Each subtask defines the refer-
ence trajectory ỹ∗

i (t) of the associated subsystem for a spe-
cific time interval, which takes the fact into account that
the subsystems do not have a permanent influence on the
performance output due to the switching character of the
system. Each reconfiguration unit Ri, (i ∈ {1, 2, . . . , N}),
contains a unit for trajectory generation that complements
the partially defined reference in order to provide the local
controllers with a reference defined on the complete time
interval. The developed method for fault tolerance is able
to satisfy the following three properties:

1. The coordination unit is able to decompose the coop-
erative task into suitable subtasks.

2. Each subsystem is able to satisfy its subtask.

3. The cooperative task is jointly performed by all sub-
systems, even if subsystems are defective or temporar-
ily have no influence on the overall objective.

Classification of task assignment in active fault-
tolerant control. Faults have a serious impact on the
subsystems in which they occur as well as on the entire
system as they can cause performance degradation, loss
of tracking ability or even instability and the shut-down
of a process. The monitoring layers (Di, Ri), shown in
Fig. 2, are designed to compensate for the fault and its
consequences in the following three stages:

1. The fault in subsystem Pf is detected, isolated and
identified by the diagnostic unit Df .

2. The reconfiguration units Ri, (i ∈ {1, 2, . . . , N}),
adapt the nominal controllers to guarantee stability
of the entire system. This step will generally not re-
cover the nominal performance in terms of the ability
to follow a certain reference trajectory.

3. The coordination unit has to redistribute the subtasks
to guarantee the fulfillment of the cooperative task.
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