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High-dimensional neural network potentials for metal surfaces: A prototype study for copper
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The atomic environments at metal surfaces differ strongly from the bulk, and, in particular, in case of
reconstructions or imperfections at “real surfaces,” very complicated atomic configurations can be present.
This structural complexity poses a significant challenge for the development of accurate interatomic potentials
suitable for large-scale molecular dynamics simulations. In recent years, artificial neural networks (NN) have
become a promising new method for the construction of potential-energy surfaces for difficult systems. In the
present work, we explore the applicability of such high-dimensional NN potentials to metal surfaces using
copper as a benchmark system. A detailed analysis of the properties of bulk copper and of a wide range of surface
structures shows that NN potentials can provide results of almost density functional theory (DFT) quality at a
small fraction of the computational costs.

DOI: 10.1103/PhysRevB.85.045439 PACS number(s): 82.20.Kh, 71.15.Pd, 68.35.B−

I. INTRODUCTION

Chemical processes at metal surfaces play an important
role in many fields of science like heterogeneous catalysis,
corrosion, the formation of self-assembled monolayers of
organic molecules, and electrochemistry. In most of these
processes, several subsystems with very different properties
are involved. In particular, the nature of the chemical bonds
within and in between these subsystems can vary strongly,
from covalent, via ionic and metallic bonding to weak
nonbonded interactions. Therefore the development of effi-
cient interatomic potentials for a unified description of these
interactions is very challenging. While for each individual
subsystem a number of potentials has been developed in
recent decades, like classical force fields for covalently bonded
molecules,1–5 bond-order based potentials like, e.g., the Tersoff
potential for semiconductors,6,7 or the embedded atom method
for metals,8–10 there is still a substantial lack of potentials
that allow for a generalized, unbiased, and simultaneous
description of all these systems on an equal footing.

The fundamental quantity for the description of any system
is its potential-energy surface (PES), which is, in general,
a high-dimensional function of the atomic coordinates that
provides the potential energy and its derivatives, the atomic
forces. This function can be extremely complicated, and
for many-atom systems it is often very difficult to devise
reasonably accurate approximate forms. The employed ap-
proximations are usually based on some physical considera-
tions to ensure that the fundamental features of the PES are
correctly described. All types of potentials mentioned above
follow this strategy. Typically, the obtained functional forms
contain some parameters, which are adjusted to reproduce a
given set of energies from electronic structure calculations or
physical properties known from experiment. While using only
a few parameters is certainly appealing and also a necessary
condition to conserve the correct physical behavior of these
potentials, the quantitative accuracy of the resulting potentials
is necessarily limited, because the constituting terms are not
sufficiently flexible.

Another approach to construct PESs using a set of known
electronic structure energies is to employ a purely mathemat-
ical fitting scheme. Such potentials can be numerically very

accurate, and they have the advantage that they are unbiased,
i.e., they generally do not describe a particular type of interac-
tion like metallic, covalent, or ionic bonding better than another
one. A number of different functional forms and methods can
be used, like splines,11,12 which are particularly useful for
low-dimensional PESs, genetic programming,13 interpolating
moving least squares (IMLS),14,15 modified Sheppard inter-
polation (MSI),16,17 and Gaussian approximation potentials.18

All these methods use very general functional forms. Therefore
a careful fitting process is required to construct reliable
potentials and detailed checks of the resulting PES are needed
to ensure that it has the correct shape.

Another type of flexible functions well suited for the
construction of PESs is the class of artificial neural networks
(NN).19,20 They have originally been developed to study the
signal processing in the brain, and the first artificial neurons
have been introduced already in 1943.21 In the following
decades, NNs have evolved to a broad class of algorithms,
which has found a variety of applications in the fields of
pattern recognition and data classification.19 Apart from these
applications, NNs have the capability to approximate unknown
functions with high precision based on a known set of
function values. It has been shown by several groups that,
in particular, the class of feed-forward NNs is in principle
able to approximate any real-valued multidimensional function
to arbitrary accuracy.22,23 This important result is the basis
for the application of NNs to the construction of interatomic
potentials.

The central assumption of NN PESs is that a unique
functional relation between the atomic coordinates and the
potential energy exists. This assumption is justified for
all systems, which can be described employing the Born-
Oppenheimer approximation. In principle, the energy for
any atomic configuration is accessible by electronic structure
calculations. However, due to the high computational costs
of these calculations only a set of representative points of
the PES can be obtained. Nevertheless, for applications like
molecular dynamics (MD) simulations, energies and forces
need to be accessible for arbitrary configurations. They can
be provided by NNs, which smoothly connect the available
reference points to a continuous high-dimensional PES. The
NN evaluations are several orders of magnitude faster than
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