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Abstract

Robustness of speech recognition can be significantly improved by multi-stream and especially by audiovisual speech recognition. This is of interest for example for human-machine interaction in noisy reverberant environments, and for transcription of or search in multimedia data. The most robust implementations of audiovisual speech recognition often utilize Coupled Hidden Markov Models (CHMMs), which allow for both modalities to be asynchronous to a certain degree. In contrast to conventional speech recognition, this increases the search space significantly, so current implementations of CHMM systems are often not real-time capable.

Thus, for real-time constrained applications such as online transcription of VoIP communication or responsive multi-modal human-machine interaction, using current multiprocessor computing capability is vital. This paper describes how general purpose graphics processors can be used to obtain a real-time implementation of audiovisual and multi-stream speech recognition. The design has been integrated both with a WPSI-decoder and a token passing system, with parallelization leading to a maximum speedup factor of 32 and 25, respectively.

Index Terms: audiovisual speech recognition, multistream speech recognition, coupled HMM, GPU

1. Introduction

Multistream and audiovisual speech recognition both use a number of streams of audio and/or video features in order significantly increase robustness and performance ([1, 2]). Coupled hidden markov models (CHMMs), with their tolerance for stream asynchronicities, can provide a flexible integration of these streams and have shown optimum performance in a direct comparison of alternative model structures in [3].

In CHMMs, both feature vector sequences are retained as separate streams. As generative models, CHMMs describe the probability of both feature streams jointly as a function of a set of two discrete, hidden state variables, which evolve analogously to the single state variable of a conventional HMM.

Thus, CHMMs have a two-dimensional state \(q\) which is composed of an audio and a video state, \(q_a\) and \(q_v\), respectively, as shown in Fig. 1. Each possible sequence of states through the model represents one possible alignment with the sequence of observation vectors. To evaluate the likelihood of such an alignment, each state pairing is connected by a transition probability, and each state is associated with an observation probability distribution.

The transition probability and the observation probability can both be composed from the two marginal HMMs. Then, the coupled transition probability becomes

\[
p(q_a(t + 1) = j_a, q_v(t + 1) = j_v | q_a(t) = i_a, q_v(t) = i_v) = a_{a}(i_a, j_a) \cdot a_{v}(i_v, j_v)
\]

where \(a_{a}(i_a, j_a)\) and \(a_{v}(i_v, j_v)\) correspond to the transition probabilities of the two marginal HMMs, the audio-only and the video-only single-stream HMMs, respectively. This step of the computation, the so-called propagation step, is memory intensive due to the need for transition probability lookup in a large and irregularly structured network.

For the observation probability, both marginal HMMs could equally be composed to form a joint output probability by

\[
p(o| i) = b_{a}(o_a|i_a) \cdot b_{v}(o_v|i_v).
\]

(2)

Here \(b_{a}(o_a|i_a)\) and \(b_{v}(o_v|i_v)\) denote the output probability distributions for both single streams.

However, such a formulation does not take into account the different reliabilities of audio and video stream. Therefore, Eq. (2) is commonly modified by an additional stream weight \(\gamma\) as follows

\[
p(o| i) = b_{a}(o_a|i_a)^{\gamma} \cdot b_{v}(o_v|i_v)^{1-\gamma}.
\]

(3)

Finally, computation of the marginal HMM state probabilities can be implemented as, e.g., an M-component Gaussian mixture model (GMM)

\[
b(o| i) = \sum_{m=1}^{M} \gamma_m N(o | \mu_{i,m}, \Sigma_{i,m}).
\]

(4)

Here, \(N(o | \mu, \Sigma)\) stands for a multivariate Gaussian distribution evaluated for the vector-valued observation \(o\) with mean \(\mu\) and...
covariance matrix $\Sigma$. The covariance matrix may be either a full or a diagonal covariance matrix, where the latter assumes implicitly that feature vector components are independent or that their dependences may be neglected. In addition to these standard Gaussian likelihood functions, we have additionally implemented robust likelihood kernels which are capable of taking into account the time-varying reliabilities of all feature components. Such strategies have recently been shown successful for audiovisual speech recognition [4, 5] and are also of interest here, due to their increased computational complexity. Therefore, one exemplary robust likelihood function, modified imputation [6], will also be considered in the following.

The steps given by (4) and (3) will be referred to as the likelihood computation and the likelihood combination steps, respectively. These steps, especially the computation, have a much greater compute-to-memory-access ratio than the propagation step, due to the computational effort involved in GMM evaluation.

2. Prior Work

A number of recent publications have focussed on efficient parallelization of large-vocabulary HMM-based speech recognition using current multi-core and manycore processors [7, 8, 9, 10]. While [9] and [7] utilized the GPU for likelihood computation only, current work in [8] describes a system that also performs the token propagation on the GPU. However, to our best knowledge, no parallel implementations of audiovisual speech recognition or coupled HMM decoding have been presented so far.

3. Parallelization of Coupled HMM Decoding

In order to efficiently parallelize CHMM decoding, it is vital to consider all sources of parallelism that are inherent in the task. However, the breadth of considered likelihood functions, which may be full- or diagonal-covariance models with or without modified imputation, with widely varying numbers of mixture components and of feature vector dimensions, only a subset of all potential parallelism sources remains to be exploited.

The sources of parallelism that are applicable for all considered model types are

- parallelism over time frames
- over marginal or coupled CHMM state
- and over the two algorithm phases, namely the likelihood computation and combination steps; and the propagation step.

The presented strategy utilizes all above parallelism sources, with state parallelism only utilized across the marginal but not across the coupled states. In that respect, the overall system design is closely related to the implementation described in [7], where likelihood functions are also evaluated on the GPU whereas the search takes place on the CPU side in parallel.

3.1. Likelihood kernels

To adapt the likelihood calculations to the idiosyncracies of the GPU hardware, we transform the equation for the multivariate Gaussian

$$
\mathcal{N}(x | \mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^n |\Sigma|}} \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right)
$$

into a more suitable form for SIMD processing. Given the dynamic range, log-likelihoods are a necessity for floating point calculations

$$
\log(\mathcal{N}) = -\log \left( \frac{\sqrt{2\pi} |\Sigma|}{\sqrt{\det|\Sigma|}} \right) - \frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu)
$$

and expressed as a quadratic form

$$
\log(\mathcal{N}) = s + u^T x - (V x)^T (V x)
$$

this leads to an algorithm that can be implemented as a single stream of multiply and sum operations without any branches and loops. For the calculation of the required coefficients $s$, $u$ and $V$, sorting terms gives

$$
\log(\mathcal{N}) = -\frac{1}{2} \left( \log(2\pi)D + \log(|\Sigma|) \right) - \frac{1}{2} \left( x^T \Sigma^{-1} x - 2\mu^T \Sigma^{-1} x + \mu^T \Sigma^{-1} \mu \right) = -\frac{1}{2} \left( \log(2\pi)D + \log(|\Sigma|) + \mu^T \Sigma^{-1} \mu \right) + \mu^T \Sigma^{-1} x - \frac{1}{2} x^T \Sigma^{-1} x.
$$

Because any positive definite symmetric matrix $A$ can be factored into a product of upper triangular matrices $U = U^T U$

by means of the Cholesky decomposition, one can substitute the inverse of the covariance matrix $\Sigma^{-1}$ with $U^{-T} U$.

$$
x^T \Sigma^{-1} x = x^T U^{-T} U x = (U x)^T (U x)
$$

For the sake of a compact notation, this is written as the matrix square root $U = \Sigma^{-1/2}$. Inserted into (6), this yields

$$
\log(\mathcal{N}) = -\frac{1}{2} \left( \log(2\pi)D + \log(|\Sigma|) + \mu^T \Sigma^{-1} \mu \right) + \mu^T \Sigma^{-1} x - \frac{1}{2} \left( \Sigma^{-1/2} x \right)^T \left( \Sigma^{-1/2} x \right).
$$

After equating coefficients with (5), this gives the required coefficients

$$
s = \frac{\log(2\pi)D + \log(|\Sigma|)}{2},
$$

$$
u = \frac{\mu^T \Sigma^{-1} x}{\sqrt{2}},
$$

$$
V = \Sigma^{-1/2}.
$$

In case of multivariate Gaussian density functions using a full covariance matrix, because of symmetries only the $D(D+1)/2$ entries in the upper triangular part of $\Sigma$ are used. For diagonal covariance matrices, a vector with $D$ diagonal entries is stored. All GPU log-likelihood kernel functions for densities with diagonal covariances use a simplified version of the above algorithm, with less calculations and easier covariance matrix inversion. The missing feature log-likelihood kernel functions for modified imputation use diagonal covariance matrices as well in a straightforward manner.

3.2. Combination of Marginal to Coupled Likelihood

The computation of the coupled log-likelihoods from the marginals of audio and video observations according to Equation (3) is carried out only for active states (states that are currently carrying a token). This saves time but causes a very irregular data access pattern. This step is therefore implemented on the CPU (e.g. as Phase 1b in Fig. 2) and relies on the GPU calculations of Gaussian mixture models.
3.3. State Machine
The log-likelihood kernel functions on the GPU require the data in blocks of 32 consecutive time frames and should run in parallel to the CPU code. To handle these requirements, a state machine on the CPU keeps track of the starting point for the next block, the offset into the current block, and the appropriate function call to calculate the log-likelihoods for Gaussian densities and GMMs. The inference engine on the CPU in parallel. The offset into the current block, the block-offset is reset and the parallel computations on the GPU for the next block are initiated. Data sequences are not guaranteed to have a length that is a multiple of the block size. Therefore, the pointers of the last block are adjusted, such that the end of the last block is aligned with the end of the sequence and the computation of a complete data block is possible.

4. Experiment Setup
4.1. Architecture of C++-based WFST Decoder
Figure 2 shows the data flow of the weighted finite state transducer (WFST) decoder, which is described in detail in [8]. Coupled HMM models for this system were compiled and minimized from the marginal HMMs and the GRID sentence grammar [10] by using OpenFST ([11]). The compiled and minimized network comprised 3167 states and 12751 arcs.

4.2. Architecture of JAVA-based token passing system
The JAVA decoder JASPER uses a token passing architecture as described in [5]. The token passing scheme allows a separation of the inference from the underlying pattern matching technology [12]. Observation log-likelihood computations can be carried out easily in parallel on the GPU (similar to Phase 1a in Fig. 2), while likelihood results are accessed via JNI (Java Native Interface) function calls to the state machine, and can be used to update scores of the tokens passed around the network on the CPU.

For this purpose, a transition network is constructed from a grammar or language model, and each vocabulary element in the network is represented by a CHMM. Transitions between neighboring states have associated transition costs. Tokens are propagated along these transitions in a time synchronous manner and their scores are updated with transition and observation costs. Only the best scored tokens in every state survive and are propagated to the next time step. With a global threshold, the process is equivalent to a Viterbi beam search among partial paths through the word lattice for a given observation sequence.

4.3. Development System
All experiments were performed on a standard PC running Windows XP. All kernels and the C++ WFST decoder were compiled using Visual Studio 2008 with nvcc 2.2.

The CPU was an Intel Core i7 920 with 2.7GB of RAM and a clock frequency of 2.67 GHz and for GPU calculations, an Nvidia GTX 285 with 2GB of dedicated memory was used. The GTX285 has 30 cores with 8-way vector arithmetic units and is clocked at 1.51GHz.

5. Results
We have measured the accuracy and speedup for both systems, the JAVA-based one with token passing and the C++-based WFST recognizer. All speedup figures are given as a speedup factor

$$S = \frac{T_1}{T_p},$$

where $T_1$ is the execution time of the sequential algorithm and $T_p$ denotes the runtime when CPU and GPU are used in parallel as described in Section 3.

Results are shown in Tab. 1 and Fig. 3 for two different experiments, on the one hand the audiovisual recognizer in JAVA, and on the other hand the multi-stream models implemented in C++. In both cases, the accuracy consistently remained the same in the GPU implementation when compared to the reference CPU implementation. The accuracy is also the same over all numbers of mixture components, since it was our aim to show the structural speedup which occurs when all beamwidths and best paths remain equal. These accuracy figures are always given as Percent Accuracy ($P_A$), which is computed from the number of reference labels ($N$), substitutions ($S$), insertions ($I$) and deletions ($D$) via $P_A = 100 \cdot \frac{N - D - I}{N}$.

5.1. JAVA system with Token Passing
The JASPER system [5] is optimized for noisy speech recognition. At a signal-to-noise-ratio of 0dB in babble noise, its accuracy is 95.7% and 97.4% for the diagonal and the modified imputation (MI) [6] kernel, respectively, when using a 31-dimensional diagonal covariance RASTA-PLP model [13] and 10 dimensional video features. The runtime of its CHMM decoder, averaged over 32 videos of 3s length, is shown on the left side of Tab. 1.

<table>
<thead>
<tr>
<th>mixture components</th>
<th>diag. CPU</th>
<th>MI CPU</th>
<th>diag. GPU</th>
<th>MI GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.6</td>
<td>150.6</td>
<td>61.7 (1.5)</td>
<td>65.2 (2.3)</td>
</tr>
<tr>
<td>2</td>
<td>179.3</td>
<td>288.3</td>
<td>66.3 (2.7)</td>
<td>63.8 (4.5)</td>
</tr>
<tr>
<td>4</td>
<td>298.8</td>
<td>511.5</td>
<td>61.0 (4.9)</td>
<td>67.7 (7.5)</td>
</tr>
<tr>
<td>8</td>
<td>565.6</td>
<td>986.8</td>
<td>66.5 (8.5)</td>
<td>70.7 (13.9)</td>
</tr>
<tr>
<td>16</td>
<td>1104.4</td>
<td>1945.6</td>
<td>68.4 (16.1)</td>
<td>77.5 (25.1)</td>
</tr>
</tbody>
</table>

In contrast, the right hand columns show the performance with parallelized log-likelihood computations as described by
Section 4.2. In parentheses, the overall speedup factor of the decoding algorithm is given. In addition to this decoding time, a realtime system would need to include feature extraction, which currently requires 2.1s per video in our sequential implementation. Thus, realtime capability is attained only when less than 900ms are spent for CHMM decoding. As can be seen, this is easily achieved for all considered model complexities on the GPU, whereas scalability of sequential computation is limited regarding the complexity of the mixture model and the likelihood kernels.

5.2. WFST decoder using C++

The WFST decoder was used for multi-stream speech recognition in the following experiment. The two combined marginal HMMs were a 39-dimensional full-covariance Mel-frequency Cepstrum model and a 31-dimensional diagonal covariance RASTA-PLP model. The accuracy for the GRID database [10] was 99.3%, both in the JAVA-based reference implementation as well as in the C++-WFST decoder.

Fig. 3 shows the runtime per file, averaged over 47 utterances, for the C++ implementation, where likelihood computation was either performed on the CPU or on the GPU. Similarly to the JASPER decoder, the speedup grows almost linearly with model complexity. For the GPU version, system overhead for calling the accelerator dominates the overall runtime for models with less than 4 mixture components. The likelihood computation starts dominating the runtime for more complex models with 8 and 16 mixture components.

6. Conclusion

Coupled HMM decoding is an important technique for robust audiovisual speech recognition as well as for multiple streams of different audio features. While great recognition accuracy improvements are possible, it is computationally expensive and, in general, not suitable for realtime implementations on state-of-the-art CPUs.

To achieve realtime performance and enhance scalability, CHMM decoding can be decomposed into two main algorithmic phases: the likelihood evaluation phase and the search phase. This decomposition enables the design of a system that evaluates the compute intensive likelihood computations on a GPU, while simultaneously carrying out the more memory intensive search operations on the CPU. The decomposition has been applied to two systems: a JAVA audiovisual speech recognizer, and a C++-based WFST decoder that was extended for multistream decoding. Both systems profited greatly from this redesign in terms of speedup, while none of the inherent accuracy was sacrificed.

Our results demonstrate that by using a new generation of highly-parallel commodity processors, CHMM-based audiovisual and multistream speech recognition may be accelerated to achieve real-time human-machine interaction. This is demonstrated even with computationally complex full-covariance or robust likelihood kernels.

The use of GPUs can also be extended to the feature extraction operations, which contain rich sources of parallelism in processing the observations both within each time step as well as across time steps. As AVSR achieves faster than real time throughput, it opens up powerful possibilities to include other capabilities such as machine translation and speech synthesis in real-time human-machine interactions. Commercial deployment scenarios of CHMM techniques include more reliable interfaces for bank ATM installations in busy streets, ticket booths at noisy train stations, or more noise-resistant videoconferencing in coffee shops.
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